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Part 3: 
Security, Threat Modeling, Frameworks and 
Mitigating Risks in AI and LLM/GenAI
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TOPICS

1

•LLM and GenAI
Vulnerabilities and 
Threat  Modeling

2

•Exploring GenAI
Threats and 
Mitigation Strategies
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LLM AND GENAI VULNERABILITIES 
AND THREAT  MODELING

1. Large Language Models (LLMs) and Generated Artificial Intelligence 
(GenAI) vulnerabilities and threat modeling 

2. Threat modeling methodologies for GenAI and LLM

3. Threat Modeling Scenarios: Walkthrough of a couple of scenarios to 
identify potential threats and vulnerabilities in AI systems. 

4. Identifying common vulnerabilities in GenAI and LLM architectures 

5. Security Controls for GenAI and LLM 
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WORKSHOP 1: HANDS-ON THREAT 
MODELING WORKSHOP 

1. AI Cybersecurity Threat Landscape: Discussion on various AI-specific 
threats including adversarial attacks, data poisoning, model theft, and 
inference attacks. 

2. Group Activity: Participants will be divided into groups to conduct threat 
modeling on hypothetical AI/ML systems using the knowledge gained in 
the morning sessions. 

3. Standardization with MITRE ATLAS and Other Techniques: Using MITRE 
ATLAS for AI Cybersecurity: Deep dive into how to use MITRE ATLAS for 
standardizing threat modeling and mitigation strategies in AI. 

4. Strategies for ensuring that threat modeling and mitigation efforts can 
be standardized across different AI projects for consistency and 
efficiency. 
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EXPLORING GENAI THREATS AND 
MITIGATION STRATEGIES

1. Threat landscape for GenAI applications 

2. Mitigation strategies for LLMs/GenAI vulnerabilities 

3. Implementation of security practices in LLM/GenAI environments 

4. Best practices for securing AI-powered applications 

5. Case studies and real-world examples of GenAI security incidents 
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WORKSHOP 2: WORKING WITH SECURITY 
CONTROL FOR THREATS ASSOCIATED WITH 
LLMS/GENAI

1. Key Considerations in Threat Modeling for AI/ML Systems 

2. Identifying Malicious Behavior in LLMs/GenAI 

3. Signals of Malicious Behavior: Overview of what signals and patterns to 
look for that may indicate malicious behavior within AI systems. 

4. Detecting Data Poisoning: Specific techniques and tools for detecting 
data poisoning and other forms of adversarial attacks on AI models. 

5. Implementing Security Controls: Detailed session on implementing the 
discussed security controls in real-world AI applications. 
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LLM and GenAI 
Vulnerabilities and Threat  Modeling
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LLM AND GENAI VULNERABILITIES 
AND THREAT  MODELING

1. Understanding Large Language Models (LLMs) and Generated Artificial 
Intelligence (GenAI) vulnerabilities and threat modeling 

2. Threat modeling methodologies for GenAI and LLM

3. Threat Modeling Scenarios: Walkthrough of a couple of scenarios to 
identify potential threats and vulnerabilities in AI systems. 

4. Identifying common vulnerabilities in GenAI and LLM architectures 

5. Security Controls for GenAI and LLM 
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Understanding Large Language 
Models (LLMs) and Generated 
Artificial Intelligence (GenAI) 
vulnerabilities and threat 
modeling 
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AI, ML, GENAI AND LLM
 Artificial intelligence (AI) is a broad term that encompasses all fields of 

computer science that enable machines to accomplish tasks that would 
normally require human intelligence.

 Machine learning and generative AI are two subcategories of AI.

 Machine learning is a subset of AI that focuses on creating algorithms 
that can learn from data. Machine learning algorithms are trained on a 
set of data, and then they can use that data to make predictions or 
decisions about new data.

 Generative AI is a type of machine learning that focuses on creating 
new data.

 A large language model (LLM) is a type of AI model that processes and 
generates human-like text. In the context of artificial intelligence, a 
"model" refers to a system that is trained to make predictions based on 
input data. LLMs are specifically trained on large data sets of natural 
language and the name large language models.

https://owasp.org/www-project-top-10-for-large-language-model-applications/llm-top-10-governance-
doc/LLM_AI_Security_and_Governance_Checklist-v1.pdf
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GENERATIVE AI AND LARGE LANGUAGE 
MODELS (LLMS)

 Generative AI and Large Language Models (LLMs) represent two highly dynamic and 
captivating domains within the field of artificial intelligence. Generative AI is a 
comprehensive field encompassing a wide array of AI systems dedicated to producing 
fresh and innovative content, spanning text, images, music, and code. In contrast, 
LLMs constitute a specific category of generative AI models with a specialized focus 
on text-based data.

 Generative AI refers to the broader concept of artificial intelligence models that can 
generate new content. These models are designed to create text or other forms of 
media based on patterns and examples they have been trained on. They use 
sophisticated algorithms to understand context, grammar, and style to produce 
coherent and meaningful output.

 On the other hand, LLMs specifically focus on language modelling. These models are 
trained on vast amounts of text data and learn the statistical properties of language. 
They excel at predicting what comes next in each sequence of words or generating 
text based on a prompt.

 The Role of Generative AI and LLM Generative AI models undergo extensive training 
on large datasets to assimilate the underlying patterns and relationships present 
within that data. Once trained, they have the capacity to generate novel content that 
aligns with the characteristics of the training data.  
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CHOOSING BETWEEN GENERATIVE AI AND LARGE LANGUAGE 
MODELS (LLMS

 When choosing between generative AI and large language models (LLMs), consider the following factors:

 Type of content: Generative AI can generate images, music, code, and other types of content beyond text. LLMs are best suited for text-based tasks like natural 
language understanding, text generation, language translation, and textual analysis.

 Data availability: Generative AI requires diverse datasets for different types of content. LLMs are designed to work specifically with text and are a good choice 
if you have extensive text data.

 Task complexity: Generative AI is appropriate for complex, creative content generation or tasks that require diversity in outputs. LLMs are specialized for 
language understanding and text generation, providing accurate and coherent text-based responses.

 Model size and resources: Larger generative AI models require more computational resources and storage. LLMs may be more efficient for text-focused tasks 
due to their specialization in language understanding.

 Training data quality: High-quality, diverse training data is essential for generative AI to produce meaningful and creative outputs. LLMs require large, clean text 
corpora for effective language understanding and generation.

 Application domain: Generative AI is a good fit for creative fields like art, music, or content creation. LLMs are well-suited for applications in natural language 
processing, including chatbots, content summarization, and language translation.

 Development expertise: Developing and fine-tuning generative AI models can be challenging and require expertise in machine learning and domain-specific 
knowledge. LLMs, especially pre-trained models, are more accessible and user-friendly for text-based tasks, requiring less specialized expertise.

 Ethical and privacy considerations: Consider ethical concerns regarding the use of AI models, particularly if generating content or answering sensitive 
questions. LLMs are often fine-tuned to adhere to specific ethical guidelines.
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REVIEW: THE PILLARS OF TRUSTWORTHY AI

https://owasp.org/www-project-top-10-for-large-language-model-applications/llm-top-10-governance-doc/LLM_AI_Security_and_Governance_Checklist-v1.pdf
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EXAMPLE OF AI 
AND ML 
SECURITY ISSUES 

SECURITY ISSUESTECHNOLOGY
- Data Privacy: AI systems often require large amounts 

of data, raising concerns about privacy and potential 
data breaches.

- Adversarial Attacks: AI models can be susceptible to 
adversarial attacks, where malicious inputs are 
crafted to deceive the model. 

- Bias and Fairness: AI algorithms may exhibit bias, 
leading to unfair outcomes, particularly in decision-
making processes such as hiring or lending. 

- Model Theft: Trained AI models can be stolen or 
reverse-engineered, posing intellectual property 
risks.

AI (Artificial Intelligence)

- Data Poisoning: Attackers can manipulate training 
data to skew model outputs or compromise its 
performance. -Model Inversion: Inference attacks 
can be conducted to infer sensitive information from 
a trained model. 

- Model Stealing: Attackers may attempt to steal a 
model by querying it and reconstructing a similar 
one. 

- Membership Inference: Attackers exploit model 
outputs to determine whether specific data samples 
were part of the training dataset, compromising user 
privacy.

ML (Machine Learning)
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EXAMPLE OF 
GENAI AND LLM 
SECURITY ISSUES 

SECURITY ISSUESTECHNOLOGY

- Data Leakage: Generated samples may 
inadvertently contain sensitive information from the 
training data. 

- Mode Collapse: GANs can suffer from mode 
collapse, where the generator fails to capture the 
diversity of the data distribution, leading to poor 
quality outputs. 

- Counterfeit Generation: GANs can be misused to 
create counterfeit images, videos, or other media 
for malicious purposes. -Overfitting: GANs may 
overfit to the training data, producing unrealistic or 
biased samples.

GeNAI (Generative Adversarial Networks for 
AI)

- Misinformation Generation: LLMs can be used to 
generate highly convincing fake news, posing a 
threat to information integrity.

- Toxic Content Generation: LLMs may generate toxic 
or abusive language, contributing to online 
harassment and toxicity. 

- Manipulation of Public Opinion: LLM-generated 
content can be used to manipulate public opinion 
or sentiment on social media platforms. 

- Data Dependency: LLMs require massive amounts 
of data, raising concerns about data privacy and 
security breaches.

LLM (Large Language Models)
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THREAT MODELING

 Threat modeling is used to identify threats and 
examine processes and security defenses. 

 Threat modeling is a set of systematic, repeatable 
processes that enable making reasonable security 
decisions for applications, software, and systems. 

 Threat modeling for GenAI accelerated attacks and 
before deploying LLMs is the most cost-effective 
way to Identify and mitigate risks, protect data, 
protect privacy, and ensure a secure, compliant 
integration within the business.
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EXAMPLE OF A 
SIMPLE 
LLM/GENAI
SECURITY 
THREAT MODEL

ExampleCharacteristic

Malicious actors using AI-powered 
bots

Threat Agent

Phishing emails with AI-generated 
content

Attack Vectors

Lack of AI-based anomaly 
detection in networks

Security Weaknesses

Implementation of AI-driven 
threat intelligence

Security Control

AI-generated malware infecting 
systems

Technical Impacts

Loss of sensitive data due to AI-
based attacks

Business Impact
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ADVERSARIAL RISK

 Scrutinize how competitors are investing in artificial 
intelligence. Although there are risks in AI adoption, there are 
also business benefits that may impact future market positions.

 Investigate the impact of current controls, such as password 
resets, which use voice recognition which may no longer provide 
the appropriate defensive security from new GenAI enhanced 
attacks.

 Update the Incident Response Plan and playbooks for GenAI
enhanced attacks and AI/ML specific incidents.

https://owasp.org/www-project-top-10-for-large-language-model-applications/llm-top-10-governance-
doc/LLM_AI_Security_and_Governance_Checklist-v1.pdf

Adversarial Risk includes competitors and 
attackers.
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THREAT MODELING METHODOLOGIES FOR GENAI
AND LLM

1. Threat modeling is a structured approach that identifies 
and prioritizes potential threats to a system and outlines 
mitigations to protect against them.

2. Methodologies specific to AI might include identifying 
sensitive data inputs, evaluating the potential for 
adversarial attacks, and considering the consequences of 
system failures.
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EXAMPLE OF AI 
VULNERABILITIES

1. Adversarial Attacks and Perturbations

2. Backdoor Attacks

3. Data Poisoning

4. Evasion Attacks

5. Model Attribute Inference Attacks

6. Model Inversion

7. Model Theft

8. Prompt Injection

9. Prompt Jailbreaking

10. Training Data Extraction Attacks

11. Trojan Attacks

12. Universal Adversarial Triggers
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EXAMPLE OF AI VULNERABILITIES

 Adversarial Attacks and Perturbations:

 Example: Generating small, imperceptible perturbations to input data (e.g., 
images) that cause AI models to misclassify them (e.g., turning a stop sign into a 
yield sign).

 Backdoor Attacks:

 Example: Embedding a hidden trigger pattern into training data or model 
parameters, which, when activated, causes the AI model to behave maliciously 
(e.g., misclassifying specific inputs).

 Data Poisoning:

 Example: Injecting malicious or biased data into the training dataset to manipulate 
the AI model's behavior or decision-making process (e.g., biasing a hiring 
algorithm against certain demographics).

 Evasion Attacks:

 Example: Crafting inputs or queries that exploit weaknesses in AI model defenses, 
such as evasion techniques in malware detection systems that evade detection by 
modifying their code.

 Model Attribute Inference Attacks:

 Example: Inferring sensitive attributes of individuals (e.g., gender, race) based on 
AI model outputs or responses, even if the model was not explicitly trained to 
predict those attributes.

 Model Inversion:

 Example: Reverse-engineering an AI model's parameters or training data to extract 
sensitive information (e.g., reconstructing images or text from model outputs).
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EXAMPLE OF AI VULNERABILITIES

 Model Theft:

 Example: Illegally obtaining and copying an AI model's architecture, parameters, or training 
data to create a replica or derivative model without authorization.

 Prompt Injection:

 Example: Injecting malicious or biased prompts into AI language models (e.g., GPT-3) to 
generate harmful or misleading content (e.g., spreading misinformation or hate speech).

 Prompt Jailbreaking:

 Example: Exploiting vulnerabilities in AI language models' prompt processing mechanisms 
to bypass content moderation or filtering, allowing for the generation of inappropriate or 
harmful content.

 Training Data Extraction Attacks:

 Example: Extracting sensitive or proprietary information from AI training datasets through 
inference or analysis, potentially revealing confidential data or trade secrets.

 Trojan Attacks:

 Example: Embedding a hidden trigger or behavior into an AI model that activates under 
specific conditions, leading to malicious outcomes (e.g., a facial recognition system that 
misidentifies individuals based on a hidden trigger).

 Universal Adversarial Triggers:

 Example: Crafting input patterns or triggers that consistently fool a wide range of AI 
models or algorithms, regardless of their architectures or training data (e.g., a pattern that 
causes various image classifiers to misclassify it as a specific object).
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AI SECURITY CONSIDERATIONS

 Each topic is integral to the broader practice of AI security and is concerned with ensuring that AI systems operate reliably, 
ethically, and without compromise in various environments.

1. AI Model Red/Blue Teaming

2. Catastrophic Forgetting

3. Concept Drift Monitoring

4. Differential Privacy

5. Homomorphic Encryption

6. Least Privilege Principle in AI Operations

7. OWASP Top 10 for Large Language Model Applications (https://llmtop10.com/) 

8. OWASP LLM AI Security Governance checklist (https://owasp.org/www-project-top-10-for-large-language-model-applications/llm-top-10-governance-
doc/LLM_AI_Security_and_Governance_Checklist-v1.pdf) 

9. MITRE ATLAS (Adversarial Threat Landscape for Artificial-Intelligence Systems) Framework  https://atlas.mitre.org/

 Model Forensics

 Model Input Validation

 Model Integrity Verification

 Model Output Validation

 Robustness Testing
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1. AI Model Red/Blue Teaming

This is a practice where a team simulates adversarial attacks against AI models to identify vulnerabilities. The red team, acting as potential 
attackers, will try various techniques to exploit weaknesses in the model, helping to assess the model's resilience against real-world 
threats. A blue team typically focuses on defending against cybersecurity threats, ensuring the security and integrity of systems and data. 

2. Catastrophic Forgetting

This phenomenon occurs when an AI model loses the information it has learned from its training dataset upon learning new information. 
It's particularly an issue in continuous learning systems. Security implications include the model failing to recognize previously learned 
patterns, which could be exploited by adversaries.

3. Concept Drift Monitoring

This involves tracking changes in the statistical properties of the model's input data over time. If the model's predictions start to drift due 
to changes in the underlying data, it could become less accurate or reliable, making it necessary to update or retrain the model to 
maintain security and performance.

4. Differential Privacy

Differential privacy is a technique that adds noise to the data or to the output of queries on databases, which prevents the disclosure of 
sensitive information about individuals. It's widely used to protect user privacy in datasets used for training AI models.

5. Homomorphic Encryption

This is a form of encryption that allows computations to be performed on encrypted data without decrypting it. This enables AI models to 
operate on sensitive data without ever exposing the raw data, thereby preserving confidentiality and privacy.

6. Least Privilege Principle in AI Operations

This principle dictates that in AI systems, every module (such as data access, processing, or model deployment) should operate with the 
least amount of privilege necessary to complete its function. This minimizes the potential attack surface and reduces the chance of a 
security breach.
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1. Model Forensics
Model forensics involves analyzing AI models to understand their decision-making processes, identify potential 
biases, and uncover reasons for failures. This can be important for diagnosing the cause of security incidents and 
for ensuring models behave as intended.

2. Model Input Validation
This security practice involves checking the data input to AI models to ensure it's correct and appropriate. 
Validating inputs can prevent malicious data from causing incorrect model outputs or from exploiting model 
vulnerabilities.

3. Model Integrity Verification
This refers to the process of ensuring that an AI model has not been tampered with or altered. Techniques might 
include hashing and signing models to ensure they match their verified versions, which is crucial for maintaining 
trust in AI applications.

4. Model Output Validation
This is the counterpart to model input validation, focusing on verifying the outputs of AI models. It ensures that 
the model's outputs are valid, reliable, and not manipulated, which is essential for maintaining the integrity of AI-
driven decisions.

5. Robustness Testing
This type of testing assesses the ability of AI models to maintain their performance in the face of adverse 
conditions, such as when input data is noisy, incomplete, or designed to deceive the model. Robustness testing is 
key to ensuring the reliability and security of AI systems.
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Threat Modeling 
Methodologies for GenAI and 
LLM
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UNDERSTANDING LARGE LANGUAGE MODELS (LLMS) AND 
GENERATED ARTIFICIAL 

 What are Large Language Models (LLMs)?

 Large Language Models refer to neural network-based architectures designed to understand and generate human-
like text. They are trained on vast amounts of text data using techniques such as unsupervised learning, where the 
model learns to predict the next word in a sequence based on the preceding words. One of the most prominent 
architectures used for LLMs is the transformer architecture, which allows for efficient parallel processing and 
capturing long-range dependencies in text.

 Training Process:

 The training process of LLMs typically involves three main steps:

1. Data Collection: Massive amounts of text data from various sources such as books, articles, websites, and online forums are collected to 
train the model. This data diversity helps the model learn a wide range of linguistic patterns and styles.

2. Preprocessing: The collected data undergoes preprocessing steps such as tokenization, where text is divided into smaller units like 
words or subwords, and numerical encoding, where these units are converted into numerical representations that the model can 
process.

3. Model Training: The preprocessed data is used to train the LLM using techniques like self-supervised learning. During training, the 
model adjusts its parameters to minimize the difference between the predicted and actual next words in the text sequences.
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UNDERSTANDING LARGE LANGUAGE MODELS (LLMS) AND 
GENERATED ARTIFICIAL 

 Capabilities of LLMs: Large Language Models exhibit several capabilities, including:

 Text Generation: LLMs can generate coherent and contextually relevant text based on a given prompt or input.

 Language Understanding: They can understand and interpret the meaning and context of text to perform tasks such as sentiment 
analysis, language translation, summarization, and question answering.

 Content Creation: LLMs can assist in content creation tasks such as writing articles, generating code, composing poetry, and creating 
dialogues.

 Conversational Agents: They can be used to build chatbots and virtual assistants capable of engaging in natural language conversations 
with users.

 Ethical and Societal Implications:

 Despite their impressive capabilities, LLMs also raise ethical and societal concerns, including:

 Bias and Fairness: LLMs trained on biased data may exhibit biased behavior, perpetuating stereotypes or marginalizing certain groups.

 Misinformation and Manipulation: Generated text from LLMs can be used to spread misinformation, create fake news, or manipulate 
public opinion.

 Privacy: LLMs trained on sensitive or personal data may pose privacy risks if they inadvertently reveal confidential information.

 Employment Disruption: The automation of content creation tasks by LLMs could lead to job displacement in industries reliant on 
human-generated content.
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INTELLIGENCE (GENAI) VULNERABILITIES AND THREAT MODELING 

 "Intelligence (GenAI)" is a broad term, and without specific context, it's challenging to provide targeted information. However, I'll try to offer 
some general insights into vulnerabilities and threat modeling in the context of artificial intelligence (AI) systems.

 Data Poisoning and Manipulation: AI systems heavily rely on data for training and decision-making. If adversaries can manipulate or poison 
the training data, they can compromise the integrity and reliability of AI models. For example, by injecting biased or misleading data, 
attackers can manipulate the behavior of AI systems, leading to erroneous outputs.

 Adversarial Attacks: Adversarial attacks involve making small, carefully crafted changes to input data to deceive AI models. These changes 
might be imperceptible to humans but can cause AI systems to make incorrect predictions or classifications. Adversarial attacks can be 
particularly concerning in security-critical applications such as image recognition in autonomous vehicles or malware detection in 
cybersecurity.

 Model Inversion and Extraction: In some cases, attackers might attempt to reverse-engineer AI models to extract sensitive information or 
intellectual property. This can be achieved by exploiting vulnerabilities in model APIs or by analyzing the outputs of the model to infer details 
about its internal structure and parameters.

 Privacy Risks: AI systems often deal with sensitive data, such as personal information or proprietary business data. Inadequate safeguards
for data privacy can lead to unauthorized access or disclosure of sensitive information, violating privacy regulations and exposing individuals 
or organizations to risk.

 Model Bias and Fairness: AI models can inherit biases present in the training data, leading to unfair or discriminatory outcomes. 
Vulnerabilities related to model bias and fairness can result in legal and ethical consequences, as well as damage to an organization's 
reputation.

 Deployment Risks: Vulnerabilities can also arise during the deployment and operation of AI systems. Insecure configurations, poor access 
controls, and inadequate monitoring can all contribute to security breaches and unauthorized access to AI resources.
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INTELLIGENCE 
(GENAI) 
VULNERABILITIES 
AND THREAT 
MODELING 

 Threat modeling is a structured approach to identifying and mitigating security risks 
in software systems, including AI systems. It involves:

 Identifying Assets: Identifying the components, data, and resources that are 
valuable and need protection within the AI system.

 Identifying Threats: Analyzing potential threats and vulnerabilities that could exploit 
weaknesses in the system.

 Assessing Risks: Evaluating the likelihood and impact of identified threats to 
prioritize mitigation efforts.

 Mitigation Strategies: Developing and implementing measures to mitigate 
identified risks, such as encryption, access controls, anomaly detection, and 
regular security audits.

 Overall, ensuring the security and resilience of AI systems requires a 
comprehensive approach that addresses vulnerabilities at every stage of the AI 
lifecycle, from data collection and model training to deployment and operation. 
Collaboration between AI researchers, cybersecurity experts, and domain 
specialists is essential to effectively address these challenges.
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THREAT 
MODELING 
METHODOLOGIES 
FOR GENAI AND 
LLM

 Threat modeling is a structured approach to identifying and evaluating potential security threats 
to a system, application, or technology. It involves analyzing the system's design, architecture, 
and implementation to uncover potential vulnerabilities and threats, which helps in prioritizing 
security efforts and mitigating risks effectively. 

 When it comes to emerging technologies like Generative Artificial Intelligence (GenAI) and Large 
Language Models (LLMs), traditional threat modeling methodologies may need adaptation to 
address their unique characteristics and potential risks. Here are some considerations and 
methodologies for threat modeling in the context of GenAI and LLMs:

 Understanding the Technology: Before starting the threat modeling process, it's essential to have 
a deep understanding of the technology being assessed. GenAI and LLMs are forms of AI that 
generate content autonomously, such as text, images, or even code. They often utilize complex 
neural network architectures, which can introduce specific vulnerabilities and risks.

 Data Flow Analysis: Conduct a thorough analysis of data flows within the GenAI or LLM system. 
Understand how data is inputted, processed, and outputted by the system. This includes 
examining the sources of training data, data preprocessing steps, model training processes, and 
the generation of output content. Identifying potential points of data leakage or unauthorized 
access is crucial.

 Adversarial Modeling: Consider potential adversarial scenarios where malicious actors may 
attempt to exploit vulnerabilities in the GenAI or LLM system. This could include scenarios such 
as injecting biased training data to manipulate outputs, crafting input data to trigger unintended 
behaviors, or launching attacks to compromise model integrity or privacy.
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THREAT 
MODELING 
METHODOLOGIES 
FOR GENAI AND 
LLM

 Threat Enumeration: Enumerate potential threats and attack vectors specific to GenAI and LLM 
technologies. This may include threats such as data poisoning attacks, model inversion attacks, model 
stealing attacks, adversarial examples, and privacy violations through generated content.

 Risk Assessment: Evaluate the likelihood and potential impact of identified threats. Consider factors such 
as the value of the data processed or generated by the system, the potential harm caused by successful 
attacks, and the feasibility of mitigation strategies. Prioritize addressing high-risk threats that have severe 
consequences.

 Mitigation Strategies: Develop mitigation strategies to address identified threats and vulnerabilities. This 
may involve implementing security controls such as input validation mechanisms, access controls, 
anomaly detection systems, model robustness techniques, privacy-preserving mechanisms, and ongoing 
monitoring for suspicious activities.

 Iterative Process: Threat modeling for GenAI and LLMs should be an iterative process that evolves as the 
technology matures and new threats emerge. Regularly revisit and update the threat model to account for 
changes in the system architecture, threat landscape, or security requirements.

 Collaboration and Interdisciplinary Approach: Given the interdisciplinary nature of AI security, involve 
experts from various domains such as AI research, cybersecurity, privacy, ethics, and law. Collaboration 
between AI practitioners, security professionals, and domain experts can help ensure a comprehensive 
threat modeling process.

 Compliance and Regulation: Consider regulatory compliance requirements relevant to the application of 
GenAI and LLM technologies, such as data protection regulations (e.g., GDPR), industry-specific 
standards, and ethical guidelines. Ensure that the threat model addresses compliance considerations 
and incorporates necessary safeguards.

 Documentation and Communication: Document the threat modeling process, including the identified 
threats, risk assessments, mitigation strategies, and rationale behind decisions. Communicate findings 
and recommendations to relevant stakeholders, including developers, policymakers, and end-users, to 
facilitate informed decision-making and promote transparency.
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GENAI SECURITY BEST PRACTICES & FRAMEWORKS

Traditional Threat 
Modeling OWASP Top 10 LLM

MITRE ATT&Ck
(Adversarial Tactics, 
Techniques, and Common 
Knowledge) 

MITRE ATLAS (Adversarial 
Threat Landscape for 
Artificial-Intelligence 
Systems) 

Secure AI framework 
(SAIF)

RISK MANAGEMENT 
FRAMEWORK by NIST
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LARGE LANGUAGE MODELS (LLMS) AND GENERATED ARTIFICIAL 
INTELLIGENCE (GENAI) VULNERABILITIES AND THREAT MODELING 

Large Language Models (LLMs) and Generated Artificial Intelligence (GenAI) can introduce various vulnerabilities and pose threats if not carefully developed, 
deployed, and managed.

1. Data Biases and Discrimination: LLMs are trained on large datasets, which can inadvertently reflect biases present in the data. This can result in the 
generation of biased or discriminatory content, reinforcing societal stereotypes, or promoting unethical behavior.

2. Misinformation and Disinformation: GenAI can be used to generate false information, fake news, or deceptive content at scale, which can be spread rapidly 
through social media and other online platforms, leading to misinformation campaigns and social unrest.

3. Privacy Violations: LLMs trained on sensitive or personal data can inadvertently leak private information during generation. This can lead to privacy 
violations and breaches, exposing individuals to risks such as identity theft, or blackmail.

4. Malicious Content Generation: GenAI can be manipulated to generate malicious content such as phishing emails, malware, or propaganda aimed at 
manipulating public opinion or deceiving individuals for financial gain or political motives.

5. Adversarial Attacks: LLMs are vulnerable to adversarial attacks where malicious inputs are crafted to manipulate the model's outputs. Adversarial examples 
can be used to trick LLMs into generating incorrect or harmful content, bypassing security measures, or undermining the reliability of AI-powered systems.

6. Algorithmic Manipulation: GenAI can be exploited to manipulate online platforms, search engine results, or financial markets by flooding them with 
generated content designed to influence user behavior, manipulate rankings, or disrupt normal operations.

7. Deepfakes and Synthetic Media: LLMs can be used to create highly convincing deepfake videos, audio recordings, or images, which can be exploited for 
malicious purposes such as impersonation, defamation, or extortion.

8. Legal and Ethical Risks: GenAI raises complex legal and ethical questions regarding intellectual property rights, accountability for generated content, and the 
potential misuse of AI technologies. Failure to address these issues can result in legal liabilities, regulatory scrutiny, and reputational damage.

9. Resource Consumption and Environmental Impact: Training and deploying LLMs at scale require significant computational resources, leading to high energy 
consumption and carbon emissions. Failure to mitigate these environmental impacts can contribute to climate change and sustainability challenges.

10. Dependency on Training Data and Model Updates: LLMs are highly dependent on the quality and diversity of training data. Overreliance on specific datasets 
or outdated models can lead to stagnation, reduced performance, or susceptibility to emerging threats.
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LLM AND GENAI 
THREAT 
MODELING

EXAMPLEDESCRIPTIONTOPIC

Identification of adversarial 
attacks, data breaches, 
and unintended 
consequences.

Analysis of potential 
threats and risks 
associated with Large 
Language Models (LLMs) 
and General Artificial 
Intelligence (GenAI) 
systems.

Threat Landscape

Encryption of training data, 
access controls, and 
secure storage 
mechanisms.

Implementation of 
measures to protect the 
confidentiality, integrity, 
and availability of data 
used in training and 
operating LLMs/GenAI 
systems.

Data Security

Model watermarking, 
adversarial training 
techniques, and input 
validation mechanisms.

Safeguarding the integrity 
of LLM/GenAI models and 
enhancing their 
robustness against 
adversarial attacks and 
tampering.

Model Integrity and 
Robustness
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LLMS AND GENAI VULNERABILITIES

 Vulnerabilities in LLMs and GenAI Systems

• Vulnerabilities: These can include issues such as data poisoning, 
model bias, adversarial attacks, and exploitation of system 
weaknesses for generating misleading information or for 
unauthorized data access.

 Threat Modeling Techniques

• Threat Modeling: This process involves identifying potential 
threats to AI systems and assessing the likelihood and impact of 
these threats. Common techniques include STRIDE (Spoofing, 
Tampering, Repudiation, Information Disclosure, Denial of Service, 
Elevation of Privilege) and Attack Tree Analysis.

• MITRE ATT@CK and ATLAS

 Mitigation Strategies

• Mitigation Strategies: To address vulnerabilities in LLMs and 
GenAI systems, strategies could involve rigorous data validation, 
continuous monitoring for unusual patterns of use, updating 
models with patches as vulnerabilities are discovered, and 
implementing robust access control measures.
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THE 
ADVERSARIAL 
THREAT 
LANDSCAPE FOR 
ARTIFICIAL 
INTELLIGENCE 
(AI)

 The adversarial threat landscape for artificial intelligence (AI) systems is dynamic and 
increasingly complex as these systems become more integral to our daily lives and global 
infrastructure. Understanding the scope and nature of these threats is critical for developing 
effective defenses. Here's an overview of the current adversarial threat landscape for AI 
systems:

 Types of Adversarial Attacks

 Evasion Attacks: These involve modifying input data in subtle ways that lead AI models 
to make incorrect predictions or classifications. Evasion attacks are particularly 
concerning for systems like facial recognition, spam filters, and malware detection.

 Poisoning Attacks: In these attacks, the adversary injects malicious data into the 
training set, causing the model to learn incorrect patterns and thereby compromising 
its future performance.

 Model Inversion Attacks: Attackers use this method to infer sensitive information 
about the training data or the model itself, potentially exposing private data or 
proprietary model architectures.

 Model Stealing or Extraction Attacks: These occur when an attacker reconstructs a 
proprietary or confidential model by querying an AI system and observing its outputs.

 Adversarial Patches: By introducing specially crafted patches into the physical world, 
attackers can fool AI systems, such as misleading autonomous vehicle perception 
systems.
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EXAMPLE OF 
VULNERABILITIES 
IN AI SYSTEMS

 Model Complexity and Opacity: Deep learning models, in 
particular, are often considered "black boxes" due to their 
complexity, making it difficult to understand why they make 
certain decisions. This opacity can hide vulnerabilities.

 Data Dependency: AI models are only as good as the data they 
are trained on. Biased, unrepresentative, or tampered data can 
lead to flawed decision-making.

 Transferability of Attacks: Adversarial examples crafted to 
deceive one model often prove effective against other models, 
even if they have different architectures or were trained on 
different datasets.
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EXAMPLE OF 
VULNERABILITIES 
IN AI SYSTEMS

 Evasion Attack on Image Recognition System
 Threat Description: An attacker manipulates input images to evade 

detection or misclassification by an AI-driven image recognition system 
used in security cameras.

 Mitigation Strategies: Implement robust training with adversarial 
examples, use input validation techniques, and employ model ensembling
to reduce susceptibility.

 Data Poisoning in a Machine Learning Pipeline
 Threat Description: During the data collection phase, an attacker injects 

malicious data into the training dataset, aiming to compromise the 
integrity of a machine learning model used for financial fraud detection.

 Mitigation Strategies: Employ rigorous data validation and sanitization 
processes, conduct anomaly detection on training data, and continuously 
monitor model performance for unexpected behaviors.
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SECURITY 
CONTROLS TO 
MITIGATE AI-
SPECIFIC 
SECURITY RISKS

 Adversarial Training: Incorporating adversarial examples into 
the training set to make the model more robust against evasion 
attacks.

 Data Sanitization: Cleaning training data to remove biases and 
potential malicious inputs that could lead to poisoning.

 Model Regularization: Applying techniques like dropout or 
model simplification to prevent overfitting to adversarial 
examples.

 Anomaly Detection: Monitoring system outputs for anomalous 
patterns that could indicate a breach or an ongoing attack.
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EMERGING 
THREATS

 Deepfakes and Synthetic Media: The use of AI to create highly 
convincing fake audio, images, and videos poses significant threats 
to security, privacy, and public trust.

 Automated AI Attacks: The potential for AI systems to 
autonomously craft and launch sophisticated cyber attacks could 
outpace traditional defensive measures.

 Supply Chain Attacks: Compromising the integrity of AI systems 
by attacking the supply chain, including the data sources and 
software libraries used in AI development.
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DEFENSIVE 
STRATEGIES

 Adversarial Training: Incorporating adversarial examples into 
the training process to improve model robustness.

 Model Hardening: Techniques like input validation, model 
distillation, and ensemble methods to make AI systems more 
resistant to attacks.

 Explainability and Transparency: Developing methods to make 
AI decisions more understandable to humans, which can help in 
identifying and mitigating biases or vulnerabilities.

 Secure AI Lifecycle Management: Ensuring security at every 
stage of an AI system's lifecycle, from design and training to 
deployment and operation.



45

REGULATORY 
AND ETHICAL 
CONSIDERATIONS

 The evolving threat landscape underscores the need for 
regulatory frameworks to ensure the ethical use of AI and the 
protection of individuals' rights and privacy. 

 There is also a growing emphasis on AI ethics and the 
development of AI systems that are not only secure but also fair and 
transparent.
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REVIEW:  ANALYSIS OF LLM/GENAI CYBERSECURITY

An attack vector is the path or method that a cybercriminal uses when attempting to gain illegitimate access to a product or a system.  Most attack vectors attempt to exploit a 
vulnerability in a system or application. 
• An attack vector is the method a cybercriminal uses to gain unauthorized access. An attack surface is a set of points on the boundary of a system, a system element, or an 

environment where an attacker can try to enter, cause an effect on, or extract data from that system, or system element,.
• The most common types of attack vectors in embedded systems include compromised weak passwords or credentials, misconfigurations, malware, security vulnerabilities, 

malicious insider and supply chain threats, weak encryption, malicious code, unpatched vulnerabilities in operating systems or computer systems, zero-day attacks that 
result in data breaches or confidential information leaks, and denial-of-service attacks.
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REVIEW: ANALYSIS OF LLM/GENAI SECURITY
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EXAMPLE OF 
TRADITIONAL 
THREAT 
MODELING 
APPROACHES

• STRIDE: Focuses on six categories of threats—Spoofing, Tampering, 
Repudiation, Information Disclosure, Denial of Service, and Elevation of 
Privilege.

• DREAD: Helps prioritize risks based on factors like Damage potential, 
Reproducibility, Exploitability, Affected users, and Discoverability.

• PASTA (Process for Attack Simulation and Threat Analysis): Involves 
identifying attack scenarios based on business objectives, threats, 
vulnerabilities, and impacts.
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TRADITIONAL 
THREAT MODELING 
APPROACHES

Traditional threat modeling approaches involve systematic processes for identifying, analyzing, and mitigating potential 
threats to a system's security. Here's an overview of the typical steps involved in traditional threat modeling:

1. Identify Assets: Determine the assets within the system that need to be protected. These could include data, 
hardware, software, networks, and other resources.

2. Identify Threat Sources: Identify potential threat sources, such as malicious actors, environmental factors, or 
technical failures, that could exploit vulnerabilities in the system.

3. Identify Threat Agents: Identify the types of threat agents that could exploit vulnerabilities. These could include 
insiders, outsiders, hackers, competitors, or disgruntled employees.

4. Identify Vulnerabilities: Identify potential vulnerabilities in the system that could be exploited by threat agents to 
compromise the security or integrity of the assets. Vulnerabilities can exist at various levels, including software, 
hardware, network, and human factors.

5. Analyze Risks: Assess the likelihood and potential impact of each identified threat exploiting the vulnerabilities. This 
involves evaluating the potential consequences of a successful attack on the system's assets.

6. Prioritize Risks: Prioritize the identified risks based on their likelihood and potential impact. This helps focus 
resources on addressing the most critical threats first.

7. Mitigation Strategies: Develop and implement mitigation strategies to reduce the risk of identified threats. This 
could involve implementing security controls, patches, updates, or changes to system architecture or design.

8. Iterative Process: Threat modeling is often an iterative process, meaning that it should be revisited regularly to 
account for changes in the system, emerging threats, or new vulnerabilities.

9. Documentation: Document the entire threat modeling process, including the identified assets, threats, 
vulnerabilities, risks, and mitigation strategies. This documentation serves as a reference for stakeholders and can 
help ensure consistency and continuity in security efforts.
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THREAT 
MODELING 
METHODOLOGIES 
FOR GENAI AND 
LLM

Key ComponentsDescriptionMethodology

- Spoofing: Impersonating a user or system. 
- Tampering: Unauthorized modification of 
data or code. - Repudiation: Denying 
involvement in an action. - Information 
Disclosure: Unauthorized access to 
information. - Denial of Service: Disrupting 
access to resources. - Elevation of 
Privilege: Unauthorized access to higher 
privileges.

A threat modeling framework 
developed by Microsoft, focusing on six 
types of threats: Spoofing, Tampering, 
Repudiation, Information Disclosure, 
Denial of Service, and Elevation of 
Privilege.

STRIDE

- Damage: Potential damage caused by the 
threat. - Reproducibility: Ease of 
reproducing the threat. - Exploitability: 
Likelihood of the threat being exploited. -
Affected Users: Number of users impacted 
by the threat. - Discoverability: Ease of 
discovering the threat.

An acronym for Damage, 
Reproducibility, Exploitability, Affected 
Users, and Discoverability. It is used to 
assess and prioritize threats based on 
their severity and impact.

DREAD

- Root Node: Represents the primary goal 
of the attack. - Nodes: Represent individual 
steps or components of the attack. -
Leaves: Represent specific attack 
scenarios or outcomes.

A hierarchical diagram representing 
possible attack scenarios, starting 
from a root node and branching into 
different attack vectors and sub-
attacks.

Attack Trees
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WHY TRADITIONAL 
THREAT 
MODELING SUCH 
AS STRIDE DOES 
NOT WORK FOR 
GENAI THREAT 
MODELING

GenAI Threat Modeling
STRIDE (Traditional Threat 
Modeling)

Characteristic

Introduces novel threats beyond traditional 
categories

Focuses on specific categories like 
spoofing, tampering, etc.

Nature of Threats

Highly complex and multifaceted, 
challenging to categorize

May not fully capture the intricacies of 
GenAI systems

Complexity

Involves automated generation of threats 
based on data patterns

Manual analysis and identification of 
threats

Automation

Requires validation and interpretation due 
to complexity

Results are easily interpretable by human 
experts

Interpretability

Requires dynamic adaptation to evolving 
GenAI capabilities

Static approach, may not keep pace with 
GenAI evolution

Adaptation and 
Evolution

Requires consideration of biases and 
ethical implications

Primarily focused on technical threats, 
may not address ethical considerations

Bias and Ethics
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THREATS AND RISK FOR LLM APPLICATIONS

 One of the major importance for understanding risks and 
threats specifically is the OWASP Top 10 LLM, which will 
be discussed alongside other relevant industry 
frameworks for securely adopting GenAI and protecting 
LLM applications. 

 Organizations that are looking to adopt GenAI need to 
understand these threats and risks and extend their 
strategy to incorporate relevant guidance into a 
comprehensive AI security strategy including:

 MITRE ATT&CK 

 ATLAS Frameworks

 NIST AI Risk Management Framework
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LLM/GENAI SECURITY TECHNICAL IMPACTS
 Data Breaches:

 Exploiting security weaknesses in LLM/GENAI systems can lead to data breaches, where sensitive or confidential information is accessed, 
stolen, or leaked. This can result in the compromise of user credentials, financial data, intellectual property, or other valuable assets.

 Model Tampering:

 Attackers may tamper with LLM/GENAI models to manipulate their outputs or behavior. Model tampering can lead to incorrect predictions, 
biased decisions, or compromised functionality, undermining the reliability and trustworthiness of AI-driven systems.

 Denial of Service (DoS) Attacks:

 Adversaries can launch DoS attacks against LLM/GENAI systems to disrupt their availability or performance. This can be achieved by 
overwhelming the system with excessive requests, resource exhaustion, or exploiting vulnerabilities to crash the system.

 AI-Driven Malware:

 Security weaknesses in LLM/GENAI models can be exploited to develop AI-driven malware that evades detection mechanisms and infects 
systems. AI-powered malware can exhibit adaptive and self-learning behaviors, making them more resilient and challenging to mitigate.

 Adversarial Examples:

 Adversarial attacks against LLM/GENAI models can result in the generation of adversarial examples, inputs carefully crafted to deceive the 
model and produce incorrect outputs. Adversarial examples can lead to misclassifications, false predictions, or compromised decision-making 
processes.

 System Compromise:

 Successful attacks on LLM/GENAI systems can result in the compromise of underlying infrastructure, including servers, databases, APIs, or 
cloud environments. System compromise can lead to unauthorized access, data loss, or disruption of critical services and operations.

 Intellectual Property Theft:

 Security breaches in LLM/GENAI systems can expose proprietary algorithms, training data, or model architectures to theft or unauthorized 
access. Intellectual property theft can have serious consequences for organizations, including loss of competitive advantage or reputational 
damage.

 Regulatory Compliance Risks:

 Security incidents involving LLM/GENAI can result in regulatory compliance risks, especially in sectors with strict data protection and privacy 
regulations. Non-compliance with regulatory requirements can lead to legal consequences, fines, or sanctions imposed by authorities.
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LLM/GENAI SECURITY BUSINESS IMPACTS
1. Financial Losses:

1. Security breaches involving LLM/GENAI can result in financial losses due to various factors such as data theft, fraud, ransom payments, 
regulatory fines, legal expenses, and remediation costs. These financial impacts can affect profitability, shareholder value, and long-term 
financial stability.

2. Reputation Damage:

1. Security incidents related to LLM/GENAI can damage an organization's reputation and trustworthiness among customers, partners, investors, 
and the public. Negative publicity, media coverage, and public perception of inadequate security practices can erode brand loyalty and market 
credibility.

3. Loss of Competitive Advantage:

1. Security weaknesses in LLM/GENAI systems can lead to intellectual property theft, loss of proprietary algorithms or data, and unauthorized 
access to sensitive business information. This can compromise an organization's competitive advantage, innovation capabilities, and market 
differentiation.

4. Disruption of Operations:

1. Successful attacks on LLM/GENAI systems can disrupt critical business operations, services, and workflows. System downtime, data unavailability, 
or compromised functionality can lead to productivity losses, service interruptions, customer dissatisfaction, and business continuity challenges.

5. Regulatory Compliance Risks:

1. Security incidents involving LLM/GENAI can result in regulatory compliance risks, especially in industries subject to stringent data protection, 
privacy, and cybersecurity regulations (e.g., GDPR, HIPAA, PCI DSS). Non-compliance with regulatory requirements can lead to penalties, legal 
liabilities, and reputational damage.

6. Loss of Customer Trust:

1. Security breaches and privacy breaches related to LLM/GENAI can undermine customer trust, loyalty, and confidence in an organization's ability 
to safeguard their sensitive information. Negative customer perceptions, increased churn rates, and diminished brand trust can have long-term 
impacts on customer relationships and business sustainability.

7. Operational Disruptions:

1. Security incidents involving LLM/GENAI can lead to operational disruptions, including service outages, data corruption, system downtime, and IT 
infrastructure failures. These disruptions can disrupt business continuity, operational efficiency, and service delivery, impacting revenue 
generation and customer satisfaction.

8. Litigation and Legal Risks:

1. Security breaches involving LLM/GENAI can result in litigation, legal disputes, and regulatory investigations. Organizations may face lawsuits, 
legal claims, and contractual liabilities related to data breaches, privacy violations, negligence, and non-compliance with legal obligations.
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OWASP TOP 10 FOR LARGE LANGUAGE MODEL APPLICATIONS

 LLM01: Prompt Injection

 Manipulating LLMs via crafted inputs can lead to 
unauthorized access, data breaches, and compromised 
decision-making.

 LLM02: Insecure Output Handling

 Neglecting to validate LLM outputs may lead to downstream 
security exploits, including code execution that compromises 
systems and exposes data.

 LLM03: Training Data Poisoning

 Tampered training data can impair LLM models leading to 
responses that may compromise security, accuracy, or ethical 
behavior.

 LLM04: Model Denial of Service

 Overloading LLMs with resource-heavy operations can cause 
service disruptions and increased costs.

 LLM05: Supply Chain Vulnerabilities

 Depending upon compromised components, services or 
datasets undermine system integrity, causing data breaches 
and system failures.

• LLM06: Sensitive Information Disclosure
• Failure to protect against disclosure of sensitive information 

in LLM outputs can result in legal consequences or a loss of 
competitive advantage.

• LLM07: Insecure Plugin Design
• LLM plugins processing untrusted inputs and having 

insufficient access control risk severe exploits like remote 
code execution.

• LLM08: Excessive Agency
• Granting LLMs unchecked autonomy to take action can lead 

to unintended consequences, jeopardizing reliability, 
privacy, and trust.

• LLM09: Overreliance
• Failing to critically assess LLM outputs can lead to 

compromised decision making, security vulnerabilities, and 
legal liabilities.

• LLM10: Model Theft
• Unauthorized access to proprietary large language models 

risks theft, competitive advantage, and dissemination of 
sensitive information.

https://owasp.org/www-project-top-10-for-large-language-model-applications/
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https://owasp.org/www-project-top-10-for-large-language-model-applications/assets/PDF/OWASP-Top-10-for-LLMs-2023-slides-v1_1.pdf
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https://owasp.org/www-project-top-10-for-large-language-model-applications/assets/PDF/OWASP-Top-10-for-LLMs-2023-slides-v1_1.pdf
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https://owasp.org/www-project-top-10-for-large-language-model-applications/assets/PDF/OWASP-Top-10-for-LLMs-2023-slides-v1_1.pdf
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https://owasp.org/www-project-top-10-for-large-language-model-applications/assets/PDF/OWASP-Top-10-for-LLMs-2023-slides-v1_1.pdf
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https://owasp.org/www-project-top-10-for-large-language-model-applications/assets/PDF/OWASP-Top-10-for-LLMs-2023-slides-v1_1.pdf
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https://owasp.org/www-project-top-10-for-large-language-model-applications/assets/PDF/OWASP-Top-10-for-LLMs-2023-slides-v1_1.pdf
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https://owasp.org/www-project-top-10-for-large-language-model-applications/assets/PDF/OWASP-Top-10-for-LLMs-2023-slides-v1_1.pdf
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https://owasp.org/www-project-top-10-for-large-language-model-applications/assets/PDF/OWASP-Top-10-for-LLMs-2023-slides-v1_1.pdf
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https://owasp.org/www-project-top-10-for-large-language-model-applications/assets/PDF/OWASP-Top-10-for-LLMs-2023-slides-v1_1.pdf
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https://owasp.org/www-project-top-10-for-large-language-model-applications/assets/PDF/OWASP-Top-10-for-LLMs-2023-slides-v1_1.pdf
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https://owasp.org/www-project-top-10-for-large-language-model-applications/assets/PDF/OWASP-Top-10-for-LLMs-2023-v1_1.pdf

LLM APPLICATION 
DATA FLOW

The diagram below presents a high level architecture for a hypothetical large language model 
application. Overlaid in the diagram are highlighted areas of risk illustrating how the OWASP Top 
10 for LLM Applications entries intersect with the application flow. This diagram can be used as 
a visual guide, assisting in understanding how large language model security risks impact the 
overall application ecosystem.
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MITRE ATT&CK 
AND ATLAS 
FRAMEWORKS

 MITRE ATT&CK (Adversarial Tactics, Techniques, and 
Common Knowledge) is a framework that provides a 
structured model to analyze adversary behavior and 
techniques used in cyberattacks. 

 MITRE ATT&CK aims to help cybersecurity professionals understand, 
categorize, and defend against cyber threats by organizing 
information about adversary tactics and techniques. 

 ATLAS (Adversarial Threat Landscape for Artificial-
Intelligence Systems) is a globally accessible, living 
knowledge base of adversary tactics and techniques 
against Al-enabled systems, based on real-world attack 
observations and realistic demonstrations from Al red 
teams and security groups. 

 ATLAS is used by cybersecurity professionals, threat intelligence 
analysts, incident responders, and security vendors to improve their 
understanding of AI cyber threats, enhance threat detection and 
response capabilities, and prioritize security investments.

https://atlas.mitre.org/

https://atlas.mitre.org/
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COMPARISON OF 
THE KEY 
VULNERABILITIES 
AND THREAT 
MODELING 
CONSIDERATIONS 
ASSOCIATED WITH 
LLMS AND GENAI

Generated Artificial Intelligence 
(GenAI)

Large Language Models 
(LLMs)

Characteristic

Can generate biased or discriminatory contentReflect biases present in training data
Data Biases and 
Discrimination

Can generate false information and deceptive 
content

Can propagate misinformation at scale
Misinformation and 
Disinformation

Potential for exposing individuals to privacy 
breaches

Risk of leaking sensitive information 
during generation

Privacy Violations

Can create malicious content for financial or 
political gain

Can generate malicious content such as 
phishing emails

Malicious Content 
Generation

Susceptible to adversarial examples and attacks
Vulnerable to crafted inputs aiming to 
manipulate outputs

Adversarial Attacks

May manipulate search results, rankings, or 
financial markets

Can be exploited to manipulate online 
platforms

Algorithmic Manipulation

Risk of misuse for impersonation or spreading 
false information

Can create convincing deepfake videos 
and images

Deepfakes and Synthetic 
Media

Legal liabilities and ethical dilemmas related to 
content control

Raises questions regarding accountability 
and misuse

Legal and Ethical Risks

Contributes to energy consumption and 
environmental impact

Requires significant computational 
resources

Resource Consumption

Vulnerable to stagnation or reduced 
performance with outdated data

Highly dependent on quality and diversity 
of training data

Dependency on Training 
Data
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THREAT MODELING LLMS/GENAI SYSTEMS

Response Plan
Detection 
Mechanisms

Mitigation StrategiesLikelihood
Potential 
Impact

Affected 
Component

Specific 
Threat

Threat 
Category

Revert to last known good 
state, retrain model

Anomaly Detection in 
Inputs

Input Validation, Adversarial 
Training

Medium
Incorrect Model 
Outputs

Data InputInput Tampering
Adversarial 
Attacks

Purge Poisoned Data, Retrain 
Model

Data Quality Checks, 
Outlier Detection

Data Sanitization, Secure 
Data Sources

High
Biased/Unreliable 
Model

Training Data
Malicious Data 
Injection

Data 
Poisoning

Legal Action, Model Update
Access Logs 
Monitoring

Model Encryption, API Rate 
Limiting

Low
Intellectual Property 
Theft

Model Parameters
Reverse 
Engineering

Model Theft

Notify Affected Parties, Model 
Refinement

Abnormal Output 
Patterns Monitoring

Differential Privacy, Output 
Perturbation

MediumPrivacy BreachModel OutputModel Inversion
Inference 
Attacks



70

THREAT MODELING SCENARIOS: WALKTHROUGH OF A 
COUPLE OF SCENARIOS TO IDENTIFY POTENTIAL THREATS 
AND VULNERABILITIES IN AI SYSTEMS

1. Scenarios might include an AI being fed misleading 
information (data poisoning), which could result in 
incorrect learning and outputs, or a situation where 
sensitive information is extracted from a model 
(model inversion).

2. Each scenario would involve identifying the threat 
actors, potential attack vectors, the system's 
weaknesses, and the impact of successful attacks.
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THREAT MODELING SCENARIOS

 Walkthrough of a couple of scenarios to identify potential threats and 
vulnerabilities in AI systems. 

 How will attackers accelerate exploit attacks against the organization, 
employees, executives, or users? Organizations should anticipate "hyper-
personalized" attacks at scale using Generative AI. LLM-assisted Spear 
Phishing attacks are now exponentially more effective, targeted, and 
weaponized for an attack.

 How could GenAI be used for attacks on the business’s customers or clients 
through spoofing or GenAI generated content?

 Can the business detect and neutralize harmful or malicious inputs or queries 
to LLM solutions?

 Can the business safeguard connections with existing systems and databases 
with secure integrations at all LLM trust boundaries?

 Does the business have insider threat mitigation to prevent misuse by 
authorized users?

 Can the business prevent unauthorized access to proprietary models or data 
to protect Intellectual Property?

 Can the business prevent the generation of harmful or inappropriate content 
with automated content filtering?
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ML MODELS NEW CYBERSECURITY RISK

Here are just a few recent examples of ML Models introducing new cybersecurity risk and threats to IT organizations:

1. ML Models can be a launchpad for malware. Published research on how ML models can be weaponized with 
ransomware.
1. https://hiddenlayer.com/research/weaponizing-machine-learning-models-with-ransomware/

2. Code suggestion AI can be exploited as a supply-chain attack. Training data is vulnerable to poison attacks, suggesting 
code to developers who could inadvertently insert malicious code into a company’s software.

https://www.marktechpost.com/2023/01/13/this-artificial-intelligence-ai-research-proposes-a-new-poisoning-attack-that-
could-trick-ai-based-coding-assistants-into-suggesting-dangerous-code/

1. Open-source ML Models can be an entry point for malware.
https://hiddenlayer.com/research/pickle-strike/
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TRADITIONAL VS. 
GENAI AND LLM 
THREAT 
MODELING 
METHODOLOGIES 

GenAI Threat 
Modeling

Traditional Threat 
Modeling

Characteristic

Leveraging large 
language models

Structured, involving 
human analysis

Methodology 
Approach

Text data for model 
generation

Human expertise and 
system analysis

Data and Input

Potential automation, 
rapid generation

Manual process, time-
consuming

Speed and 
Automation

Greater scalability, 
wider coverage

Limited scalability and 
coverage

Scalability and 
Coverage

Requires validation 
and interpretation

Easily interpretable 
results

Human Interpretability

Inherited biases, 
potential errors

Human biases and 
errors

Bias and Error 
Handling

Can adapt quickly 
through retraining

Requires periodic 
updates

Adaptability and 
Evolution
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IDENTIFYING COMMON VULNERABILITIES IN GENAI AND 
LLM ARCHITECTURES

1. Common vulnerabilities could be flaws in the design of the neural 
networks, insecure data pipelines, or the use of biased training 
datasets that can lead to skewed outputs.

2. Vulnerabilities might also come from external sources, such as 
through the APIs that interact with these models, or from internal 
sources such as the data or algorithms used to train them.
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SECURITY CONTROLS FOR GENAI AND LLM

1. Implementing security controls involves setting up safeguards 
and countermeasures to protect AI systems from threats and to 
mitigate any damage that may occur.

2. Controls could include rigorous testing and validation of data 
and models, encryption of sensitive data, and the use of secure 
and trusted environments for model training and deployment.
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EXAMPLE OF 
LLM/GENAI 
ASSETS, 
THREAT 
AGENTS AND 
CONTROLS

ExampleCharacteristic

LLM/GenAI Assets

AI-Powered Chatbot System

NLP algorithms trained on vast data

Backend infrastructure (servers, databases, APIs)

Threat Agents

Malicious Users

Cybercriminals

Competitors

AI-Enhanced Threat Actors

Controls

User Authentication and Authorization

Input Validation and Sanitization

Model Governance and Monitoring

Data Privacy and Compliance

Threat Intelligence and Response

Incident Response Plan
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SIMPLE ANALYSIS OF LLM/GENAI SECURITY
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AI CYBERSECURITY THREAT 
LANDSCAPE

1. Adversarial Attacks: These involve manipulating the 
input to an AI system in subtle ways that cause it to 
misinterpret the data and make incorrect 
predictions or decisions.

2. Data Poisoning: A tactic where the training data is 
intentionally tampered with to skew the AI’s 
learning process, resulting in flawed models.

3. Model Theft: Refers to the unauthorized extraction 
of AI models. This could occur through model 
inversion or side-channel attacks, where an 
adversary could reconstruct a model’s parameters.

4. Inference Attacks: In these attacks, an adversary 
might input carefully crafted data into the AI system 
and analyze the outputs to infer sensitive 
information about the underlying training data or 
model.
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LLM/GENAI THREAT AGENT, ATTACK VECTORS, SECURITY WEAKNESSES, 
SECURITY CONTROL, TECHNICAL IMPACTS AND BUSINESS IMPACT

1. Threat Agent: This refers to the entity or factor that has the potential to exploit a vulnerability in your system's security and cause 
harm. Threat agents can be individuals, groups, organizations, or automated systems.

2. Attack Vectors: These are the paths or means by which a threat agent can exploit vulnerabilities in a system. Attack vectors can 
include methods such as malware, phishing emails, software exploits, physical intrusion, etc.

3. Security Weaknesses: These are vulnerabilities or gaps in a system's security defenses that could be exploited by threat agents. 
Weaknesses can exist at various levels of a system, including hardware, software, network configurations, human practices, etc.

4. Security Controls: These are measures or mechanisms put in place to mitigate security risks and protect against threats. Security 
controls can include things like firewalls, encryption, access controls, intrusion detection systems, security policies, training 
programs, etc.

5. Technical Impacts: These are the consequences of a security breach or successful attack on a system from a technical standpoint. 
Technical impacts can include data loss or theft, system downtime, unauthorized access, corruption of data or software, etc.

6. Business Impact: This refers to the effects that a security incident can have on the business or organization, beyond just the 
technical consequences. Business impacts can include financial losses, damage to reputation, legal liabilities, regulatory fines, loss 
of customer trust, etc.
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EXAMPLE OF LLM/GENAI 
ASSETS

• A sophisticated conversational AI chatbot 
system developed using LLM/GenAI 
technology.

• Natural language processing (NLP) 
algorithms trained on vast amounts of data 
to understand and respond to user queries.

• Backend infrastructure for hosting and 
maintaining the chatbot system, including 
servers, databases, and APIs.

Threat Agents:

•Malicious Users: Individuals or groups 
who aim to exploit vulnerabilities in the 
chatbot system for personal gain or to 
cause harm.

•Cybercriminals: Hackers who may 
attempt to infiltrate the system to steal 
sensitive data, spread malware, or launch 
denial-of-service attacks.

•Competitors: Rival companies or entities 
seeking to disrupt the chatbot service to 
gain a competitive advantage.

•AI-Enhanced Threat Actors: Adversaries 
who leverage AI technologies, including 
LLM/GenAI, to craft sophisticated attacks 
targeting the chatbot system.
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LLM/GENAI (LARGE LANGUAGE MODEL/GENERATIVE 
ARTIFICIAL INTELLIGENCE) THREAT AGENTS

1. AI-Powered Malware: Malicious actors can use LLM/GENAI to develop sophisticated malware that 
can adapt and evolve to evade traditional security measures. These AI-powered malware can be 
programmed to learn and mimic user behavior, making detection and mitigation more 
challenging.

2. Automated Social Engineering: LLM/GENAI can be used to generate highly convincing and 
personalized phishing emails, messages, or social media posts. These automated social 
engineering attacks can trick users into revealing sensitive information or performing actions that 
compromise security.

3. Fake News and Disinformation: Threat actors can leverage LLM/GENAI to generate fake news 
articles, videos, or social media posts aimed at spreading disinformation, manipulating public 
opinion, or inciting social unrest. This can have serious implications for political stability, public 
trust, and social cohesion.

4. AI-Enhanced Spear Phishing: LLM/GENAI can assist attackers in crafting targeted spear phishing 
attacks by analyzing publicly available information about individuals and organizations. This 
enables attackers to create highly personalized and convincing messages tailored to specific 
targets, increasing the likelihood of success.

5. AI-Driven Insider Threats: Insiders with malicious intent can use LLM/GENAI to bypass security 
controls and exfiltrate sensitive data or sabotage systems. For example, an employee with access 
to LLM/GENAI could use it to generate fake credentials, manipulate data, or create backdoors 
within the system.
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LLM/GENAI ATTACK VECTORS 

 AI-Enhanced Phishing:
 Attackers can use LLM/GENAI to generate highly convincing phishing emails, messages, or websites. These phishing attempts can be tailored to specific targets using AI-

driven personalization techniques, making them more likely to succeed in tricking users into revealing sensitive information such as login credentials or financial details.

 AI-Driven Social Engineering:
 LLM/GENAI can be utilized to create fake social media profiles or automated chatbots that engage with users to extract sensitive information or manipulate them into 

taking malicious actions. These AI-driven social engineering tactics can be difficult to detect due to their human-like conversational abilities.

 AI-Generated Malware:
 Malicious actors can leverage LLM/GENAI to develop sophisticated malware variants that can adapt and evolve over time. AI-generated malware may employ evasion 

techniques to bypass traditional security measures and exploit vulnerabilities in systems, leading to data theft, system compromise, or disruption of services.

 AI-Powered Reconnaissance:
 Attackers can use LLM/GENAI to conduct automated reconnaissance and intelligence gathering. By analyzing large volumes of data from various sources, including social 

media, public records, and online forums, AI-powered reconnaissance can provide attackers with valuable insights for planning targeted cyberattacks or social engineering 
campaigns.

 AI-Driven Content Generation:
 LLM/GENAI can be employed to generate fake news articles, reviews, or product listings that are designed to deceive or manipulate readers. These AI-generated content 

pieces can be used for disinformation campaigns, reputation attacks, or influencing public opinion in malicious ways.

 AI-Assisted Brute Force Attacks:
 Attackers can utilize LLM/GENAI to enhance brute force attacks by generating and testing a large number of password or encryption key combinations. AI-driven brute force 

attacks can be more efficient and effective in cracking weak credentials or cryptographic algorithms, leading to unauthorized access or data decryption.
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LLM/GENAI SECURITY WEAKNESSES

Data Privacy Concerns:
LLM/GENAI models often require large amounts of data for training, which can include 
sensitive or confidential information. Inadequate data privacy measures during the data 
collection, storage, or processing stages can lead to privacy breaches or data leaks.

Bias and Fairness Issues:
LLM/GENAI models may inherit biases from the training data, leading to biased outputs or 
decisions. These biases can result in unfair treatment, discrimination, or misrepresentation, 
especially in applications such as hiring, lending, or criminal justice.

Adversarial Attacks:
LLM/GENAI models are susceptible to adversarial attacks where malicious inputs are 
carefully crafted to deceive the model and produce incorrect outputs. Adversarial examples 
can be used to bypass security mechanisms, such as spam filters or image recognition 
systems.

Data Poisoning:
Malicious actors can manipulate or inject poisoned data into LLM/GENAI training datasets to 
influence model behavior negatively. Data poisoning attacks can compromise the integrity 
and reliability of the model's predictions or classifications.

Model Vulnerabilities:
LLM/GENAI models may contain vulnerabilities that can be exploited by attackers to 
compromise their functionality or manipulate their outputs. Vulnerabilities such as input 
validation errors, buffer overflows, or logic flaws can be exploited to launch attacks, including 
model inversion, model extraction, or model inversion attacks.

Transfer Learning Risks:
Transfer learning, a technique used to fine-tune pre-trained LLM/GENAI models for specific 
tasks, can introduce security risks if not properly managed. Unauthorized access to fine-
tuned models or transfer learning processes can lead to intellectual property theft or model 
misuse.

Explainability and Interpretability:
LLM/GENAI models often lack explainability and interpretability, making it challenging to 
understand how they arrive at their decisions or predictions. This opacity can hinder 
accountability, transparency, and trust in AI-driven systems, especially in critical applications 
such as healthcare or finance.
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EXAMPLE OF CONTROLS

• User Authentication and Authorization: Implement robust authentication 
mechanisms to verify the identity of users interacting with the chatbot. Use access 
control mechanisms to ensure that users only have access to authorized 
functionalities and data.

• Input Validation and Sanitization: Validate and sanitize user inputs to prevent 
injection attacks, such as SQL injection or cross-site scripting (XSS). Use AI-powered 
anomaly detection techniques to identify and block suspicious inputs.

• Model Governance and Monitoring: Establish model governance practices to 
monitor the performance and behavior of the LLM/GenAI models powering the 
chatbot. Implement mechanisms for continuous monitoring, auditing, and version 
control to detect and mitigate potential biases, errors, or adversarial attacks.

• Data Privacy and Compliance: Ensure compliance with data protection regulations 
(e.g., GDPR, CCPA) by implementing robust data privacy measures. Encrypt 
sensitive user data at rest and in transit and enforce strict access controls to 
protect against unauthorized access or data breaches.

• Threat Intelligence and Response: Deploy AI-driven threat intelligence solutions to 
detect and respond to emerging threats targeting the chatbot system. Leverage 
machine learning algorithms to analyze user behavior, detect anomalous activities, 
and proactively mitigate security incidents.

• Incident Response Plan: Develop and regularly update an incident response plan 
outlining procedures for responding to security incidents and breaches affecting 
the chatbot system. Conduct regular tabletop exercises and simulations to test the 
effectiveness of the response plan and ensure readiness to address potential 
threats.

General Data Protection Regulation(GDPR) & the California 
Consumer Privacy Act (CCPA): CCPA and GDPR are compliance 
laws that aim at protecting user data from unauthorized 
access and processing. CCPA has often been called the 'GDPR 
lite' version in the compliance communities and there is a 
fairly supportive logical reasoning to that debate.
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GENAI SECURITY BEST PRACTICES & 
FRAMEWORKS

 Google has released the Secure AI framework (SAIF) for 
organizations to provide a conceptual framework for securing AI 
systems. The framework mandates to:

• Proactive threat detection and response for LLMs, 
leveraging threat intelligence, and automating defenses 
against LLM threats.

• Harmonize platform security controls to ensure consistency 
such as enforcing least privilege permissions for LLM usage 
and development.

• Adaptation of application security controls to LLM-specific 
threats and risks

• Feedback loop when deploying and releasing LLM 
applications.

• Contextualize AI risks in surrounding business processes.

 By integrating these principles from the SAIF, organizations can 
improve their security posture in LLM applications.
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AI RISK MANAGEMENT PROGRAM

 To effectively manage GenAI risk, performing threat modeling 
for LLM applications is crucial, especially focusing on the major 
LLM threats discussed previously. To address these challenges 
comprehensively, an AI Risk Management Program is essential. 

 In line with this, NIST has released the AI Risk Management 
Framework, specifically tailored for organizations looking to 
manage AI risk that engaged in the AI system lifecycle. The core 
objective of this framework is to manage AI-associated risks 
effectively and champion the secure and responsible 
implementation of AI systems.

https://www.nist.gov/itl/ai-risk-management-framework
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3
0

MITRE ATT&CK®

MITRE ATT&CK® is a globally-accessible knowledge base of
adversary tactics and techniques based on real-world
observations.

The ATT&CK knowledge base is used as a foundation for the
development of specific threat models and methodologies in the
private sector, in government, and in the cybersecurity product and
service community.

With the creation of ATT&CK, MITRE is fulfilling its mission to solve 
problems for a safer world — by bringing communities together to
develop more effective cybersecurity. ATT&CK is open and available
to any person or organization for use at no charge.
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MITRE ATT&CK

 Focus and Scope: MITRE ATT&CK is a globally 
accessible knowledge base of adversary tactics 
and techniques based on real-world 
observations. It is used for threat modeling and 
cybersecurity defense.

 Structure: The framework categorizes tactics 
(objectives) and techniques (methods) used by 
cyber adversaries. It is detailed and regularly 
updated with the latest threat intelligence.

 Application: Primarily used for understanding 
attack behaviors, improving threat detection, and 
enhancing the cybersecurity posture of 
organizations against known attack vectors.



89https://attack.mitre.org/
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ATLAS FRAMEWORK

 MITRE ATLAS , an extension of the acclaimed MITRE 
ATT&CK® framework, serves as a beacon for 
understanding and mitigating risks associated with AI-
enabled systems. 

 Ensuring the safety and security of consequential ML-
enabled systems is crucial if we want ML to help us 
solve internationally critical challenges. 

 With ATLAS, MITRE is building on historical strength 
in cybersecurity to empower security professionals 
and ML engineers as they take on the new wave of 
security threats created by the unique attack surfaces 
of ML-enabled systems.
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https://atlas.mitre.org/tactics

The progression of tactics used in attacks as columns from left to right, with ML techniques belonging to each tactic below. & indicates an 
adaption from ATT&CK.  



92

USING MITRE ATLAS FOR STANDARDIZATION

 MITRE's Adversarial Threat Landscape for Artificial-Intelligence Systems (ATLAS) framework provides a structured approach to 
understanding and mitigating AI threats. To use MITRE ATLAS effectively:

 Identify Relevant Tactics and Techniques: Map out which tactics and techniques are most relevant to your AI systems and 
applications.

 Scenario-Based Planning: Use ATLAS to develop scenarios that represent potential threats, aligning with your specific use cases.
 Implement Mitigations: Leverage the mitigations suggested by ATLAS for each technique, customizing them to fit your 

organization's environment.
 Standardize Reporting: Use the framework to standardize how threats and incidents are reported and analyzed, facilitating better 

communication and repeatability.
 Detecting Malicious Behavior and Poisoning
 Monitoring Model Performance: Sudden changes in model accuracy or decision patterns can indicate an attack. Continuous 

performance monitoring can help in early detection.
 Analyzing Input Data: Look for statistical anomalies or deviations in input data distributions, which can signal poisoning attempts.
 Implementing Watermarking: Watermarking data and models can help trace back and identify when and where tampering or theft 

occurred.
 Using Explainability Tools: Tools that provide insights into model decision-making can help identify when a model is making 

decisions based on manipulated inputs or poisoned data.
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QUESTION AND ANSWER

7/22/2024 93
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Threat Modeling Scenarios: 
Walkthrough of a couple of 
scenarios to identify potential 
threats and vulnerabilities in AI 
systems. 
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AI/GENAI/LLM THREAT MODELING SCENARIOS: 
WALKTHROUGH OF A COUPLE OF SCENARIOS TO IDENTIFY 
POTENTIAL THREATS AND VULNERABILITIES IN AI SYSTEMS

 Scenario 1: Autonomous Driving System

 Imagine a scenario where you're designing an autonomous driving 
system (ADS) for cars. The ADS uses machine learning algorithms 
to recognize traffic signs, pedestrians, and other vehicles, and 
makes decisions based on that data.



96

IDENTIFY POTENTIAL THREATS AND VULNERABILITIES 
IN AUTONOMOUS DRIVING SYSTEMS

1. Data Poisoning: One threat could be data poisoning, where attackers inject malicious 
data into the training dataset. This could cause the ADS to misinterpret traffic signs or 
fail to recognize pedestrians, leading to accidents.

2. Adversarial Attacks: Adversarial attacks involve feeding the system with specially 
crafted inputs that are designed to deceive the AI model. For example, an attacker 
could place stickers on road signs to confuse the ADS into misinterpreting them.

3. Sensor Spoofing: Attackers might also spoof sensors such as cameras or LiDARs to 
feed incorrect data to the ADS. This could cause the system to make wrong decisions, 
such as braking suddenly for non-existent obstacles.

4. Privacy Concerns: If the ADS collects and stores personal data, there could be privacy 
concerns regarding how this data is used and protected. Unauthorized access to this 
data could lead to identity theft or stalking.

5. Software Vulnerabilities: Like any software system, the ADS could have vulnerabilities 
that attackers could exploit to gain control over the system or access sensitive data.
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IDENTIFY 
MITIGATIONS FOR 
AUTONOMOUS 
DRIVING SYSTEMS

 To mitigate these threats, you might consider:

1. Implementing robust data validation techniques to detect and 
filter out poisoned data.

2. Using adversarial training to make the AI model more resilient 
to adversarial attacks.

3. Implementing sensor redundancy and integrity checks to 
detect sensor spoofing.

4. Encrypting sensitive data and implementing strict access 
controls to protect privacy.

5. Regularly updating and patching software to address known 
vulnerabilities.
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SCENARIO 2: AI-
BASED 
HEALTHCARE 
DIAGNOSIS 
SYSTEM

 Let's consider a scenario where you're developing an AI-based system 
for diagnosing medical conditions from patient data and images.

1. Data Integrity: One major threat is the integrity of the data used for training the 
AI model. If the training data is incomplete, biased, or inaccurate, it could lead to 
incorrect diagnoses.

2. Model Bias: AI models can inherit biases from the training data, leading to unfair 
or inaccurate predictions, especially for underrepresented groups. This could 
result in misdiagnoses or unequal treatment.

3. Security of Medical Data: Healthcare data is highly sensitive, and any breach or 
unauthorized access could lead to privacy violations and legal consequences.

4. Misinterpretation of Results: AI systems may provide probabilities or confidence 
scores along with diagnoses. If healthcare professionals misinterpret these results 
or rely too heavily on AI recommendations, it could lead to medical errors.

5. Robustness to Adversarial Inputs: Similar to the previous scenario, adversarial 
attacks could be used to manipulate the AI model's predictions, potentially 
leading to harmful decisions in healthcare settings.
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IDENTIFY 
MITIGATIONS FOR 
AI-BASED 
HEALTHCARE 
DIAGNOSIS 
SYSTEM

 To address these threats, you might consider:

• Conducting thorough data validation and cleaning to ensure data integrity.

• Implementing fairness and bias detection algorithms to identify and mitigate 
biases in the model.

• Using encryption and access controls to secure medical data and comply with 
privacy regulations like HIPAA.

• Providing extensive training and guidelines for healthcare professionals on how to 
interpret and use AI-generated diagnoses.

• Regularly testing the AI model against adversarial inputs and refining its defenses 
against such attacks.
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SCENARIO 3: 
DATING FOR 
PROFESSIONALS | 
MEET MARRIAGE-
MINDED SINGLES

 Professional Singles: We work with local dating services in Dallas needing singles seeking marriage. The smart choice for 
marriage-minded singles in Dallas too busy for online dating.

 Where Successful Singles Start Finding Quality Relationships

 Quality People

 Meet Quality People Near You

 These days you can connect with anyone, anywhere online. Or exchange endless texts. But there’s no substitute for the 
real thing: exchanging glances and flirtatious smiles, while trying to read each other's minds and connect the dots. We work 
with local dating partners to connect you with quality singles in the Austin/Texas area. Take the first step to better dating by
clicking the button above.

 Educated and Successful

 Many of our clients have no problem meeting people, but often struggle to meet the right people. Between work, 
family and personal commitments, there’s very little time to look. And when they do look, they’re often bitterly 
disappointed. We partner with local dating professionals to help you meet educated and successful singles like 
you, so you can stop looking for love and start enjoying it.

 Make Dating Meaningful

 Dating should be meaningful and rewarding, not stressful and miserable. Our dating partners help take the 
guesswork out of the dating process by assigning a professional Matchmaker to assist you in your search for the 
right person for you. And unlike online dating, all applicants are screened and verified to ensure their information 
is accurate and they’re a good fit for our membership. For a dating service platform focusing on individuals seeking 
marriage, the primary security concerns include protecting personal and sensitive user information, ensuring the 
integrity of communication, and maintaining user trust. 
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SCENARIO 2: 
DATING FOR 
PROFESSIONALS | 
MEET MARRIAGE-
MINDED SINGLES
SYSTEM

 Data Privacy and Security:

 Threat: Unauthorized access to sensitive user data, including personal information, preferences, and communication history.

 Vulnerability: Inadequate data encryption, weak access controls, or vulnerabilities in the AI system's data storage and processing mechanisms.

 Mitigation: Implement end-to-end encryption for user data, use strong access controls, regularly audit data access logs, and comply with data 
protection regulations (e.g., GDPR, CCPA).

 Bias and Fairness:

 Threat: AI algorithms exhibiting bias in matchmaking recommendations based on factors such as race, ethnicity, gender, or socioeconomic status.

 Vulnerability: Biased training data, lack of diversity in the dataset used for AI training, or unintentional bias introduced during algorithm 
development.

 Mitigation: Conduct bias audits on AI algorithms, diversify training datasets, implement fairness-aware algorithms, and regularly review and update 
bias mitigation strategies.

 Manipulation and Fraud:

 Threat: Malicious users attempting to manipulate the AI system to receive favorable matchmaking recommendations or engage in fraudulent 
activities.

 Vulnerability: Lack of robust fraud detection mechanisms, susceptibility to social engineering tactics, or weaknesses in user verification processes.

 Mitigation: Implement anomaly detection algorithms to identify suspicious user behavior, enhance user verification procedures (e.g., identity 
verification, background checks), and educate users about potential scams.

 Data Poisoning and Adversarial Attacks:

 Threat: Adversaries attempting to manipulate the AI system's matchmaking outcomes by injecting biased or false data (data poisoning) or launching 
adversarial attacks.

 Vulnerability: Lack of robust data validation and integrity checks, susceptibility to adversarial inputs, or weaknesses in model training and validation 
processes.

 Mitigation: Employ data validation techniques to detect and mitigate data poisoning, implement adversarial robustness strategies (e.g., adversarial 
training, input sanitization), and regularly test AI models against adversarial scenarios.

 Reputation and Trust:

 Threat: Negative user experiences, trust issues, or reputation damage due to inaccurate or unsatisfactory matchmaking recommendations 
generated by the AI system.

 Vulnerability: Ineffective feedback mechanisms, limited transparency in the AI system's decision-making processes, or inconsistencies between user 
expectations and AI-driven outcomes.

 Mitigation: Enhance transparency by providing users with insights into how AI algorithms make matchmaking decisions, solicit and act upon user 
feedback, and continuously improve the AI system's performance and reliability.
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SUMMARY OF 
MITIGATIONS FOR 
PROFESSIONALS | 
MEET MARRIAGE-
MINDED SINGLES
SYSTEM

 Data Privacy and Security:

 Mitigation: Implement robust encryption techniques (e.g., AES-256) for sensitive user data both in 
transit and at rest. Use secure communication protocols such as HTTPS. Implement strong access 
controls and authentication mechanisms (e.g., multi-factor authentication) to prevent unauthorized 
access. Regularly audit data access logs and conduct security assessments to identify and address 
vulnerabilities.

 Bias and Fairness:

 Mitigation: Conduct regular bias audits on AI algorithms using tools like AI Fairness 360. Diversify 
training datasets to ensure representativeness across diverse demographics. Implement fairness-
aware algorithms that mitigate biases during matchmaking recommendations. Provide transparency to 
users about the factors influencing matchmaking decisions and allow users to provide feedback on the 
fairness of recommendations.

 Manipulation and Fraud:

 Mitigation: Implement robust fraud detection algorithms using machine learning techniques (e.g., 
anomaly detection, behavior analysis). Enhance user verification procedures, including identity 
verification and background checks, to prevent fraudulent activities. Educate users about common 
scams and provide reporting mechanisms for suspicious behavior. Monitor user interactions for signs 
of manipulation or fraudulent intent.

 Data Poisoning and Adversarial Attacks:

 Mitigation: Employ data validation techniques (e.g., anomaly detection, outlier detection) to detect 
and mitigate data poisoning attempts. Implement adversarial robustness strategies such as adversarial 
training, input sanitization, and model hardening to defend against adversarial attacks. Regularly test 
AI models against adversarial scenarios and update defenses accordingly.

 Reputation and Trust:

 Mitigation: Enhance transparency by providing users with clear explanations of how AI algorithms 
generate matchmaking recommendations. Solicit feedback from users on the quality and accuracy of 
matchmaking outcomes and use this feedback to improve the AI system. Implement mechanisms for 
users to report dissatisfaction or concerns and address these issues promptly to maintain trust and 
reputation.
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MODEL FOR 
DATING FOR 
PROFESSIONALS: 
MEET MARRIAGE-
MINDED SINGLES

 User Authentication and Authorization:

 Implement a robust user authentication system, including multi-factor 
authentication (MFA) for added security.

 Use role-based access control (RBAC) to ensure that users can only access 
information and features relevant to their membership level.

 Securely store and encrypt user credentials to protect against unauthorized 
access.

 Data Protection:

 Encrypt sensitive user data both in transit and at rest using strong encryption 
algorithms.

 Regularly audit and monitor access to databases containing user information to 
detect and prevent unauthorized access.

 Implement data anonymization techniques where appropriate to protect user 
privacy.

 Communication Security:

 Use secure communication protocols such as HTTPS to encrypt data exchanged 
between users and the platform.

 Implement end-to-end encryption for messages exchanged between users to 
ensure confidentiality.

 Protect against common vulnerabilities such as man-in-the-middle attacks by 
validating certificates and using secure channels for communication.
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MODEL FOR DATING FOR PROFESSIONALS: MEET MARRIAGE-MINDED SINGLES
 User Verification and Screening:

 Implement a rigorous user verification process, including identity verification and background checks, to ensure the accuracy of user information.

 Partner with reputable third-party services for identity verification and screening to enhance the reliability of user profiles.

 Regularly review and update verification procedures to adapt to evolving security threats.

 Secure Payment Processing:

 Use secure payment gateways and comply with industry standards such as PCI DSS to ensure the security of financial transactions.

 Encrypt payment information during transmission and store it securely using tokenization or encryption methods.

 Monitor payment activities for suspicious behavior and implement fraud detection mechanisms.

 Security Awareness and Training:

 Provide security training and awareness programs for employees and users to educate them about common security threats and best practices.

 Encourage users to use strong, unique passwords and enable security features such as MFA to enhance account security.

 Regularly update users about security measures taken by the platform and encourage them to report any suspicious activity.

 Compliance and Privacy:

 Comply with relevant data protection regulations such as General Data Protection Regulation (GDPR) and the California Consumer Privacy Act 
(CCPA) to ensure the privacy and rights of users are respected.

 Provide transparent privacy policies and terms of service to inform users about how their data is collected, used, and protected.

 Obtain explicit consent from users before collecting or processing their personal information and provide options for data deletion or opt-out.
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SCENARIO 4 : IMAGE RECOGNITION SYSTEM:

 Scenario: Imagine you're developing an image recognition system for 
autonomous vehicles. The system uses deep learning algorithms to identify 
objects on the road, such as pedestrians, vehicles, traffic signs, and 
obstacles.

 Threat Modeling Walkthrough:

Step 1: Identify Assets:
 The image recognition model itself.

 Training data used to train the model.

 The autonomous vehicles relying on the image recognition system.

 The data transmitted between the vehicles and the central server.

Step 2: Identify Threat Agents:
 Malicious actors seeking to exploit vulnerabilities.

 Adversaries attempting to manipulate the system.

 Competitors aiming to disrupt the functionality of the system.
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THREAT 
MODELING 
SCENARIOS: 
WALKTHROUGH 
OF A COUPLE OF 
SCENARIOS TO 
IDENTIFY 
POTENTIAL 
THREATS AND 
VULNERABILITIES 
IN AI SYSTEMS. 

 Step 3: Identify Threats and Vulnerabilities:

 Adversarial attacks: The system may be vulnerable to adversarial attacks where 
adversaries intentionally manipulate input data to deceive the model.

 Data poisoning: Attackers may inject malicious data into the training dataset to 
manipulate the behavior of the AI model.

 Model inversion attacks: Adversaries might attempt to reverse-engineer the 
model to extract sensitive information or learn about its decision-making process.

 Data interception: Unauthorized access to data transmitted between vehicles and 
the central server could lead to privacy breaches or manipulation of the system.

 Step 4: Mitigation Strategies:

 Implement robust input validation techniques to detect adversarial inputs.

 Regularly monitor and update the training dataset to mitigate the risk of data 
poisoning.

 Apply techniques like model regularization and input sanitization to enhance the 
robustness of the AI model against attacks.

 Encrypt data transmission channels to prevent unauthorized access and 
tampering of data.
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THREAT 
MODELING 
SCENARIOS: 
WALKTHROUGH 
OF A COUPLE OF 
SCENARIOS TO 
IDENTIFY 
POTENTIAL 
THREATS AND 
VULNERABILITIES 
IN AI SYSTEMS. 

Scenario 5: Natural Language Processing (NLP) Chatbot:

 Scenario: Consider a conversational AI chatbot designed to provide customer 
support for a banking application. The chatbot processes user queries, provides 
account information, and assists with transactions.

 Threat Modeling Walkthrough:

 Step 1: Identify Assets:

 The NLP chatbot application.

 User data and sensitive financial information.

 Banking systems and databases accessed by the chatbot.

 Communication channels between the chatbot and users.

 Step 2: Identify Threat Agents:

 Malicious users attempting to exploit vulnerabilities in the chatbot.

 Hackers aiming to gain unauthorized access to user accounts or banking systems.

 Competitors seeking to disrupt the banking service.
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SCENARIO 5: NATURAL LANGUAGE PROCESSING (NLP) 
CHATBOT:

 Step 3: Identify Threats and Vulnerabilities:
 Phishing attacks: Attackers may impersonate the chatbot to trick users into disclosing sensitive 

information like account credentials or personal details.

 Data leakage: Inadequate data handling practices could lead to the unintentional disclosure of 
sensitive user information.

 Injection attacks: Malicious users might inject malicious commands or code into chat inputs to 
manipulate the behavior of the chatbot or gain unauthorized access to backend systems.

 Denial-of-service (DoS) attacks: Adversaries may attempt to overwhelm the chatbot with a high 
volume of requests, causing service disruptions.

 Step 4: Mitigation Strategies:
 Implement authentication mechanisms to verify the identity of users interacting with the chatbot.

 Encrypt sensitive user data both in transit and at rest to prevent unauthorized access.

 Regularly update and patch the chatbot application to address known vulnerabilities.

 Implement rate limiting and throttling mechanisms to mitigate the risk of DoS attacks.
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IDENTIFYING COMMON VULNERABILITIES IN GENAI AND LLM 
ARCHITECTURES
 Data Poisoning:

 Attackers might inject malicious data during the training phase, leading the model to learn incorrect patterns.

 Solutions involve thorough data sanitization, anomaly detection during training, and robust outlier rejection mechanisms.

 Model Evasion:

 Adversarial examples can be crafted to mislead AI models, causing misclassifications or incorrect outputs.

 Techniques like adversarial training, robust optimization, and input perturbation can help mitigate this vulnerability.

 Model Extraction:

 Attackers may attempt to reverse-engineer or extract sensitive information from the AI model by querying it strategically.

 Countermeasures include limiting access to the model, applying differential privacy techniques, and employing secure multi-party computation.

 Model Inversion:

 By observing the outputs of the model, attackers might attempt to reconstruct sensitive training data.

 Solutions involve regularization techniques, limiting access to model outputs, and ensuring that the model doesn't inadvertently leak sensitive 
information.

 Privacy Violations:

 AI models might inadvertently encode sensitive information in their parameters or outputs, risking privacy breaches.

 Techniques like federated learning, homomorphic encryption, and differential privacy can help protect user privacy.
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IDENTIFYING 
COMMON 
VULNERABILITIES 
IN GENAI AND 
LLM 
ARCHITECTURES

EXAMPLEDESCRIPTIONVULNERABILIT Y

Insecure data storage 
configurations

Unauthorized access or 
disclosure of sensitive data

Data Leakage

Poisoning attacks on 
training data

Manipulation of input data to 
produce incorrect outputs

Adversarial Attacks

Injection of backdoors into 
the model

Unauthorized modifications to 
the AI model

Model Tampering

Crashes or incorrect 
outputs on edge cases

Failure to handle unexpected 
inputs gracefully

Lack of Robustness

Unauthorized access to 
training data

Malicious activities by 
authorized personnel

Insider Threats
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VULNERABILITIES 
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LLM 
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 Fairness and Bias:

 Biases in the training data or the model itself can lead to unfair outcomes, disadvantaging 
certain groups.

 Addressing this requires careful curation of training data, fairness-aware training 
algorithms, and continuous monitoring for bias.

 Robustness to Distribution Shifts:

 AI models may perform poorly when deployed in real-world scenarios that differ from their 
training data distribution.

 Techniques like domain adaptation, transfer learning, and continual learning can improve 
robustness to distribution shifts.

 Model Robustness to Input Perturbations:

 Natural variations or adversarial attacks can cause significant changes in model outputs.

 Robustness can be improved through techniques like regularization, ensemble methods, 
and robust optimization.

 Model Accountability and Transparency:

 Understanding why AI models make certain decisions is crucial for accountability and trust.

 Techniques such as model interpretability, attention mechanisms, and explainable AI can 
enhance transparency.

 Resource Exhaustion Attacks:

 Attackers may flood the model with requests or inputs to exhaust computational resources.

 Mitigations include rate limiting, input validation, and deploying models with sufficient 
resource allocation.
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ADVERSARIAL ATTACKS AND 
PERTURBATIONS

 Adversarial attacks and perturbations are a growing concern in the 
field of machine learning. These attacks can cause a trained model 
to make incorrect predictions or classifications, leading to serious 
consequences. 

 Understanding the types, strategies, and defenses against 
adversarial attacks is crucial for improving the security and 
reliability of machine learning models.  
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ADVERSARIAL 
ATTACKS AND 
PERTURBATIONS

 Adversarial Attacks and Perturbations: The Essential Guide
 Adversarial attacks and perturbations are a growing concern in the field of 

machine learning. These attacks refer to deliberate manipulations of machine 
learning models to deceive or exploit their vulnerabilities. 

 Adversarial attacks can cause a trained model to make incorrect predictions or 
classifications, leading to serious consequences, especially in fields like finance, 
healthcare, and security.  

 What are adversarial attacks and perturbations?
 Adversarial attacks and perturbations are techniques used to exploit 

vulnerabilities in machine learning models by intentionally manipulating input 
data. The goal of an adversarial attack is to deceive the model into making 
incorrect predictions or decisions. 

 The concept of adversarial attacks stems from the fact that machine learning 
models, such as deep neural networks, can be sensitive to small perturbations or 
alterations in the input data. Adversarial attacks take advantage of this sensitivity 
by carefully crafting input samples that are slightly modified but can lead to 
misclassification or incorrect outputs from the model[6].
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WHAT ARE 
ADVERSARIAL 
ATTACKS AND 
PERTURBATIONS?

 Adversarial attacks and perturbations are techniques used to exploit vulnerabilities in 
machine learning models by intentionally manipulating input data. The goal of an 
adversarial attack is to deceive the model into making incorrect predictions or 
decisions.

 What are some types of adversarial attacks?

 Some types of adversarial attacks include adversarial examples, evasion attacks, 
poisoning attacks, and model stealing attacks.

 How can adversarial attacks be defended against?

 Adversarial attacks can be defended against using reactive and proactive 
defenses. Reactive defenses involve detecting and mitigating adversarial attacks 
after they have occurred, while proactive defenses involve designing machine 
learning models that are robust to adversarial attacks.

 Why are adversarial attacks a concern in machine learning?

 Adversarial attacks are a concern in machine learning because they can cause a 
trained model to make incorrect predictions or classifications, leading to serious 
consequences, especially in fields like finance, healthcare, and security.
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TYPES OF 
ADVERSARIAL 
ATTACKS

There are several types of adversarial attacks, including:

 Adversarial examples
 Adversarial examples are modified versions of legitimate inputs that are crafted to fool the 

model. These modifications can be imperceptible to human observers but can cause the model 
to misclassify the input. Adversarial examples can be generated using various optimization 
techniques, such as the Basic Iterative Method (BIM) or the Carlini-Wagner attacks.

 Evasion attacks
 Evasion attacks involve modifying the input data to evade detection or classification by the 

model. These attacks can be used to bypass security systems, such as intrusion detection 
systems or spam filters[5].

 Poisoning attacks
 Poisoning attacks involve modifying the training data to bias the model towards a specific 

outcome. For example, an attacker could add malicious data to the training set to bias the model 
towards a specific classification[1].

 Model stealing attacks
 Model stealing attacks involve extracting the parameters or architecture of a trained model to 

create a copy of the model. This can be done by querying the model and using the output to 
infer some of the model's parameters[1].
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STRATEGIES FOR ADVERSARIAL ATTACKS

Adversarial attacks can be carried out using various strategies, including:

 Gradient-based attacks

 Gradient-based attacks work by manipulating the input data 
according to the gradient of the loss function regarding the input 
to cause the model's output to change. These attacks can be used 
to generate adversarial examples or to perform evasion attacks.

 Optimization-based attacks

 Optimization-based attacks involve finding the optimal input that 
maximizes the model's loss function. These attacks can be used to 
generate adversarial examples or to perform poisoning attacks.

 Black-box attacks

 Black-box attacks involve attacking a model without access to its 
internal parameters or architecture. These attacks can be carried 
out by querying the model and using the output to infer some of 
its parameters.
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DEFENSES AGAINST ADVERSARIAL ATTACKS

 Defenses against adversarial attacks can be broadly classified into 
two categories: reactive and proactive defenses.

 Reactive defenses

 Reactive defenses involve detecting and mitigating adversarial attacks after 
they have occurred. These defenses can include techniques such as input 
sanitization, where the input data is preprocessed to remove any 
adversarial perturbations.

 Proactive defenses

 Proactive defenses involve designing machine learning models that are 
robust to adversarial attacks. These defenses can include techniques such 
as adversarial training, where the model is trained on adversarial examples 
to improve its robustness[4].
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 Backdoor attacks are a type of cybersecurity threat that involves creating 
a hidden entry point into a system or network that can be exploited by 
an attacker to gain unauthorized access. 

 Backdoors can be created intentionally by attackers or unintentionally by 
developers, and can be used to steal sensitive data, install malware, or 
carry out other malicious activities.  

 What are backdoor attacks?

 Backdoor attacks are a type of cybersecurity threat that involves creating a hidden 
entry point into a system or network that can be exploited by an attacker to gain 
unauthorized access. 

 Backdoors can be created intentionally by attackers or unintentionally by 
developers, and can be used to steal sensitive data, install malware, or carry out 
other malicious activities. 

 Backdoors can be difficult to detect and can remain hidden for long periods of time, 
making them a serious threat to the security of computer systems and networks.
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BACKDOOR 
ATTACKS?

 Backdoor attacks are a type of cybersecurity threat that involves creating a 
hidden entry point into a system or network that can be exploited by an attacker 
to gain unauthorized access. 

 Understanding the types, strategies, and defenses against backdoor attacks is 
crucial for improving the security and reliability of computer systems and 
networks. Researchers and practitioners are actively working on developing new 
techniques and defense mechanisms to mitigate the impact of backdoor attacks.

 What are some types of backdoor attacks?

 Some types of backdoor attacks include software backdoors, hardware 
backdoors, and network backdoors.

 How can backdoor attacks be defended against?

 Backdoor attacks can be defended against using reactive and proactive 
defenses. Reactive defenses involve detecting and mitigating backdoor 
attacks after they have occurred, while proactive defenses involve designing 
computer systems and networks that are resistant to backdoor attacks.

 Why are backdoor attacks a concern in cybersecurity?

 Backdoor attacks are a concern in cybersecurity because they can be used to 
gain unauthorized access to sensitive data or to install malware on a system 
or network.
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Types of backdoor attacks
 There are several types of backdoor attacks, including:

 Software backdoors
 Software backdoors are created by developers and can be used for legitimate 

purposes, such as providing access to a system for maintenance or 
troubleshooting. However, software backdoors can also be created intentionally 
by attackers to gain unauthorized access to a system or network.

 Hardware backdoors
 Hardware backdoors are created by manufacturers and can be used for legitimate 

purposes, such as providing access to a device for maintenance or testing. 
However, hardware backdoors can also be created intentionally by attackers to 
gain unauthorized access to a device or network.

 Network backdoors
 Network backdoors are created by attackers to gain unauthorized access to a 

network. This can be done by exploiting vulnerabilities in network protocols or by 
using social engineering techniques to trick users into providing access to the 
network.
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Strategies for backdoor attacks

 Backdoor attacks can be carried out using various strategies, including:

 Social engineering

 Social engineering involves using psychological manipulation to trick users into 
providing access to a system or network. This can be done through phishing 
emails, phone calls, or other methods.

 Exploiting vulnerabilities

 Exploiting vulnerabilities involves identifying weaknesses in a system or network 
and using them to gain unauthorized access. This can be done through software 
exploits, hardware exploits, or network exploits.
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 Defenses against backdoor attacks

 Defenses against backdoor attacks can be broadly classified into two categories: 
reactive and proactive defenses.

 Reactive defenses

 Reactive defenses involve detecting and mitigating backdoor attacks after they 
have occurred. These defenses can include techniques such as intrusion detection 
and response, where suspicious activity is detected and responded to in real-
time.

 Proactive defenses

 Proactive defenses involve designing computer systems and networks that are 
resistant to backdoor attacks. These defenses can include techniques such as 
access control, where users are granted access to a system or network based on 
their identity and level of authorization.
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DATA POISONING: 
THE ESSENTIALS

 In the sprawling landscapes of artificial intelligence (AI) and machine 
learning (ML), where data reigns supreme, a silent saboteur has emerged 
with profound implications: Data Poisoning. Delving into its depths, we find 
a nuanced attack paradigm that aims to corrupt the very bedrock of 
machine learning models—the data.  

Data Poisoning Defined

 Data poisoning, as its name suggests, involves the deliberate and malicious 
contamination of data to compromise the performance of AI and ML 
systems. 

 Unlike other adversarial techniques that target the model during inference 
(e.g., adversarial perturbations), data poisoning attacks strike at the 
training phase. 

 By introducing, modifying, or deleting selected data points in a training 
dataset, adversaries can induce biases, errors, or specific vulnerabilities 
that manifest when the compromised model makes decisions or 
predictions.
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 Mechanism of Data Poisoning

 Data poisoning attacks can be broadly categorized based on their 
intent:
1. Targeted Attacks: The adversary aims to influence the model's behavior for 

specific inputs without degrading its overall performance. For example, by adding 
poisoned data points, an attacker might train a facial recognition system to 
misclassify or fail to recognize a particular individual's face.

2. Nontargeted Attacks: The goal here is to degrade the model's overall 
performance. By adding noise or irrelevant data points, the attacker can reduce 
the accuracy, precision, or recall of the model across various inputs.

 The success of data poisoning hinges on three critical components:
• Stealth: The poisoned data should not be easily detectable to escape any data-

cleaning or pre-processing mechanisms.

• Efficacy: The attack should lead to the desired degradation in model performance 
or the intended misbehavior.

• Consistency: The effects of the attack should consistently manifest in various 
contexts or environments where the model operates.
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THE ESSENTIALS

Ramifications on AI Security

 The insidious nature of data poisoning poses significant challenges to 
AI security:

1. Compromised Integrity: Since the model is trained on poisoned data, its 
predictions or decisions can no longer be trusted implicitly, even if the model 
architecture itself is sound and secure.

2. Evolution of Attack Surface: Traditional cybersecurity focuses on safeguarding 
code and infrastructure. With data poisoning, the attack surface evolves to 
include the training data, necessitating new defense strategies.

3. Exploitation in Critical Systems: In high-stakes environments like healthcare, 
finance, or defense, the repercussions of decisions made by poisoned models can 
be catastrophic.
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DATA POISONING 
DEFENSE 
STRATEGIES

 Combatting data poisoning demands a multifaceted approach:

1. Data Validation: Robust data validation and sanitization techniques can detect 
and remove anomalous or suspicious data points before training. Techniques like 
statistical analysis, anomaly detection, or clustering can be invaluable.

2. Regular Model Auditing: Continuous monitoring and auditing of ML models can 
help in early detection of performance degradation or unexpected behaviors.

3. Diverse Data Sources: Utilizing multiple, diverse sources of data can dilute the 
effect of poisoned data, making the attack less impactful.

4. Robust Learning: Techniques like trimmed mean squared error loss or median-of-
means tournaments, which reduce the influence of outliers, can offer some 
resistance against poisoning attacks.

5. Provenance Tracking: Keeping a transparent and traceable record of data 
sources, modifications, and access patterns can aid in post-hoc analysis in the 
event of suspected poisoning.
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DATA POISONING 
UNDERSCORES THE SHIFTING 
PARADIGMS IN AI SECURITY

 As AI and ML systems become more 
pervasive, the attack vectors diversify, and 
defending against these new-age threats 
requires a blend of classical cybersecurity 
knowledge, an understanding of ML 
principles, and continuous innovation.

 In the ongoing tussle between adversaries 
and defenders, data poisoning has emerged 
as a formidable weapon. However, with a 
robust understanding of the threat 
landscape and a commitment to research 
and innovation, the AI community is well-
poised to rise to the challenge.
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ESSENTIALS

 Evasion attacks are a type of cyber attack that 
involves manipulating input data to evade 
detection or classification by a machine 
learning model. 

 These attacks can be used to bypass security 
systems, such as intrusion detection systems or 
spam filters. 

What are evasion attacks?

 Evasion attacks are a type of cyber attack that 
involves manipulating input data to evade 
detection or classification by a machine 
learning model. The goal of an evasion attack is 
to bypass security systems, such as intrusion 
detection systems or spam filters, by modifying 
the input data in a way that the model cannot 
detect.
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THE ESSENTIALS

 Evasion attacks are a type of cyber attack that involves manipulating 
input data to evade detection or classification by a machine learning 
model. These attacks can be used to bypass security systems, such as 
intrusion detection systems or spam filters.  

What are evasion attacks?
 Evasion attacks are a type of cyber attack that involves manipulating input data to 

evade detection or classification by a machine learning model. The goal of an 
evasion attack is to bypass security systems, such as intrusion detection systems or 
spam filters, by modifying the input data in a way that the model cannot detect.

 Types of evasion attacks
 There are several types of evasion attacks, including:

 Input perturbation attacks
 Input perturbation attacks involve modifying the input data to evade detection or 

classification by the model. These attacks can be used to bypass security systems, 
such as intrusion detection systems or spam filters.
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 Feature-space attacks

 Feature-space attacks involve modifying the features used by the model to make its 
predictions. These attacks can be used to evade detection or classification by the 
model.

 Model inversion attacks

 Model inversion attacks involve using the output of a model to infer some of its 
parameters or architecture. This can be done by querying the model and using the 
output to infer some of its parameters.

 Strategies for evasion attacks

 Evasion attacks can be carried out using various strategies, including:

 Gradient-based attacks

 Gradient-based attacks work by manipulating the input data according to the gradient 
of the loss function regarding the input to cause the model's output to change. These 
attacks can be used to generate adversarial examples or to perform evasion attacks.

 Optimization-based attacks

 Optimization-based attacks involve finding the optimal input that maximizes the 
model's loss function. These attacks can be used to generate adversarial examples or 
to perform poisoning attacks.

 Black-box attacks

 Black-box attacks involve attacking a model without access to its internal parameters 
or architecture. These attacks can be carried out by querying the model and using the 
output to infer some of its parameters.
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Types of evasion attacks

 There are several types of evasion attacks, including:

 Input perturbation attacks

 Input perturbation attacks involve modifying the input data to evade 
detection or classification by the model. These attacks can be used to 
bypass security systems, such as intrusion detection systems or spam 
filters.

 Feature-space attacks

 Feature-space attacks involve modifying the features used by the 
model to make its predictions. These attacks can be used to evade 
detection or classification by the model.

 Model inversion attacks

 Model inversion attacks involve using the output of a model to infer 
some of its parameters or architecture. This can be done by querying 
the model and using the output to infer some of its parameters.
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Strategies for evasion attacks

 Evasion attacks can be carried out using various strategies, 
including:

 Gradient-based attacks

 Gradient-based attacks work by manipulating the input data according to the 
gradient of the loss function regarding the input to cause the model's output 
to change. These attacks can be used to generate adversarial examples or to 
perform evasion attacks.

 Optimization-based attacks

 Optimization-based attacks involve finding the optimal input that maximizes 
the model's loss function. These attacks can be used to generate adversarial 
examples or to perform poisoning attacks.

 Black-box attacks

 Black-box attacks involve attacking a model without access to its internal 
parameters or architecture. These attacks can be carried out by querying the 
model and using the output to infer some of its parameters.
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ATTACKS

 Defenses against evasion attacks can be broadly classified into two 
categories: reactive and proactive defenses.

 Reactive defenses

 Reactive defenses involve detecting and mitigating evasion attacks after they 
have occurred. These defenses can include techniques such as input sanitization, 
where the input data is preprocessed to remove any adversarial perturbations.

 Proactive defenses

 Proactive defenses involve designing machine learning models that are robust to 
evasion attacks. These defenses can include techniques such as adversarial 
training, where the model is trained on adversarial examples to improve its 
robustness.
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EVASION ATTACKS?

 Evasion attacks are a type of cyber attack that involves 
manipulating input data to evade detection or classification 
by a machine learning model.

 What are some types of evasion attacks?
 Some types of evasion attacks include input perturbation attacks, 

feature-space attacks, and model inversion attacks.

 How can evasion attacks be defended against?
 Evasion attacks can be defended against using reactive and proactive 

defenses. Reactive defenses involve detecting and mitigating evasion 
attacks after they have occurred, while proactive defenses involve 
designing machine learning models that are robust to evasion attacks.

 Why are evasion attacks a concern in machine learning?
 Evasion attacks are a concern in machine learning because they can be 

used to bypass security systems, such as intrusion detection systems 
or spam filters, by modifying the input data in a way that the model 
cannot detect.
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 Model attribute inference attacks are a type of privacy attack that 
involves inferring sensitive information about individuals from machine 
learning models. 

 Model attribute inference attacks can be used to extract information such as race, 
gender, and sexual orientation from machine learning models, even when this 
information is not explicitly included in the training data.  

What are Model Attribute Inference Attacks?

 Model attribute inference attacks are a type of privacy attack that 
involves inferring sensitive information about individuals from machine 
learning models. 

 Model attribute inference attacks can be used to extract information such as race, 
gender, and sexual orientation from machine learning models, even when this 
information is not explicitly included in the training data. 

 Model attribute inference attacks can be performed using a variety of techniques, 
including membership inference attacks, model inversion attacks, and model 
extraction attacks.
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ATTRIBUTE 
INFERENCE 
ATTACKS 
IMPORTANT?

 Model attribute inference attacks are important because they can be 
used to extract sensitive information about individuals from machine 
learning models, even when this information is not explicitly included 
in the training data. 

 Model attribute inference attacks can be used to violate privacy and 
discriminate against individuals based on their sensitive attributes.

 Model attribute inference attacks can also be used to reverse engineer 
proprietary machine learning models, allowing competitors to steal 
intellectual property.
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HOW DO MODEL ATTRIBUTE INFERENCE ATTACKS WORK?

 Model attribute inference attacks work by analyzing the output of a 
machine learning model to infer sensitive information about individuals. 

 Membership inference attacks involve determining whether a particular 
individual was included in the training data for a machine learning 
model. 

 Model inversion attacks involve inferring sensitive attributes about 
individuals by analyzing the output of a machine learning model. 

 Model extraction attacks involve reverse engineering a proprietary 
machine learning model to extract its parameters and architecture.
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WHY ARE MODEL 
ATTRIBUTE 
INFERENCE 
ATTACKS 
IMPORTANT?

 Model attribute inference attacks are important because they can be 
used to extract sensitive information about individuals from machine 
learning models, even when this information is not explicitly included 
in the training data. 

 Model attribute inference attacks can be used to violate privacy and 
discriminate against individuals based on their sensitive attributes. 

 Model attribute inference attacks can also be used to reverse engineer 
proprietary machine learning models, allowing competitors to steal 
intellectual property.
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HOW DO MODEL ATTRIBUTE INFERENCE ATTACKS WORK?

 Model attribute inference attacks work by analyzing the output of a machine 
learning model to infer sensitive information about individuals. 

 Membership inference attacks involve determining whether a particular 
individual was included in the training data for a machine learning model. 

 Model inversion attacks involve inferring sensitive attributes about individuals 
by analyzing the output of a machine learning model. 

 Model extraction attacks involve reverse engineering a proprietary machine 
learning model to extract its parameters and architecture.
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There are several types of model inversion, including:

 Query-based attacks

 Query-based attacks involve querying the model and using the output to infer 
some of its parameters or architecture. This can be done by sending carefully 
crafted queries to the model and analyzing its responses.

 Membership inference attacks

 Membership inference attacks involve determining whether a specific data point 
was used to train the model. This can be done by querying the model with the 
data point and analyzing its response.
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Model inversion can be carried out using various strategies, including:

 Query-based attacks

 Query-based attacks work by querying the model and using the output to infer 
some of its parameters or architecture. This can be done by sending carefully 
crafted queries to the model and analyzing its responses.

 Membership inference attacks

 Membership inference attacks involve determining whether a specific data point 
was used to train the model. This can be done by querying the model with the data 
point and analyzing its response[2].
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MODEL INVERSION

 Defenses against model inversion can be broadly 
classified into two categories: reactive and 
proactive defenses.

 Reactive defenses

 Reactive defenses involve detecting and 
mitigating model inversion attacks after they 
have occurred. These defenses can include 
techniques such as input sanitization, where 
the input data is preprocessed to remove 
any adversarial perturbations.

 Proactive defenses

 Proactive defenses involve designing 
machine learning models that are robust to 
model inversion attacks. These defenses can 
include techniques such as adversarial 
training, where the model is trained on 
adversarial examples to improve its 
robustness.
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IMPLEMENTING 
MODEL ATTRIBUTE 
INFERENCE 
ATTACKS

 Here are some best practices for implementing Model Attribute 
Inference Attacks:

• Protect sensitive attributes: Protect sensitive attributes by removing them from 
the training data or using differential privacy techniques to obfuscate them.

• Monitor model outputs: Monitor the output of machine learning models to 
detect potential model attribute inference attacks.

• Use secure machine learning techniques: Use secure machine learning 
techniques, such as federated learning and homomorphic encryption, to protect 
machine learning models from model attribute inference attacks.

• Evaluate model privacy: Evaluate the privacy of machine learning models using 
techniques such as membership inference attacks and model inversion attacks.
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MODEL THEFT: THE 
ESSENTIALS

 Model theft is a type of machine learning security threat that involves 
stealing a trained model's parameters or architecture. This can be done 
by querying the model and using the output to infer some of its 
parameters.  

 What is model theft?

 Model theft is a machine learning security threat that involves stealing 
a trained model's parameters or architecture. 

 This can be done by querying the model and using the output to infer some of its 
parameters. The stolen model can then be used to create a copy of the original 
model or to extract sensitive information that was used to train the model.
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WHAT IS MODEL THEFT?

 Model theft is a machine learning security threat that involves stealing a trained 
model's parameters or architecture. Understanding the types, strategies, and 
defenses against model theft is crucial for improving the security and reliability of 
machine learning models. Researchers and practitioners are actively working on 
developing robust models and defense mechanisms to mitigate the impact of model 
theft attacks.

 What are some types of model theft?

 Some types of model theft include query-based attacks, model inversion attacks, 
and membership inference attacks.

 How can model theft be defended against?

 Model theft can be defended against using reactive and proactive defenses. 
Reactive defenses involve detecting and mitigating model theft attacks after they 
have occurred, while proactive defenses involve designing machine learning 
models that are robust to model theft attacks.

 Why is model theft a concern in machine learning?

 Model theft is a concern in machine learning because it can be used to create a 
copy of a trained model or to extract sensitive information that was used to train 
the model.
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STRATEGIES FOR MODEL THEFT

 Model theft can be carried out using various strategies, including:

 Query-based attacks
 Query-based attacks work by querying the model and using the output to 

infer some of its parameters or architecture. This can be done by sending 
carefully crafted queries to the model and analyzing its responses.

 Model inversion attacks
 Model inversion attacks involve using the output of a model to infer some 

of its parameters or architecture. This can be done by querying the model 
and using the output to infer some of its parameters.

 Membership inference attacks
 Membership inference attacks involve determining whether a specific data 

point was used to train the model. This can be done by querying the model 
with the data point and analyzing its response.
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DEFENSES AGAINST MODEL THEFT

 Defenses against model theft can be broadly classified into two categories: 
reactive and proactive defenses.

 Reactive defenses

 Reactive defenses involve detecting and mitigating model theft attacks after they have 
occurred. These defenses can include techniques such as input sanitization, where the 
input data is preprocessed to remove any adversarial perturbations.

 Proactive defenses

 Proactive defenses involve designing machine learning models that are robust to model 
theft attacks. These defenses can include techniques such as adversarial training, where 
the model is trained on adversarial examples to improve its robustness.
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PROMPT INJECTION: THE 
ESSENTIALS

 Prompt Injection is a new vulnerability that is 
affecting some AI/ML models and certain types 
of language models. Prompt Injection attacks 
come in different forms and new terminology 
is emerging to describe these attacks, 
terminology which continues to evolve. 

 Prompt Injection attacks highlight the 
importance of security improvement and 
ongoing vulnerability assessments. 
Implementing security measures can help 
prevent prompt injection attacks and protect 
AI/ML models from malicious actors.
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WHAT IS A PROMPT 
INJECTION ATTACK?
 Prompt Injection is a vulnerability that affects some 

AI/ML models, particularly certain types of language 
models. Prompt injection attacks aim to elicit an 
unintended response from LLM-based tools.

 One type of attack involves manipulating or injecting 
malicious content into prompts to exploit the system.

 Prompt injection attacks can become a threat when 
malicious actors use them to manipulate AI/ML 
models to perform unintended actions.

 Implementing security measures can help prevent 
prompt injection attacks and protect AI/ML models 
from malicious actors. Some ways to prevent prompt 
injection include Preflight Prompt Check, improving 
the robustness of the internal prompt, and detecting 
injections.
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WHAT IS PROMPT INJECTION?

 Prompt Injection is a vulnerability that affects some AI/ML models, particularly certain 
types of language models. For most of us, a prompt is what we see in our terminal 
console (shell, PowerShell, etc.) to let us know that we can type our instructions. 

 Although this is also essentially what a prompt is in the machine learning field, 
prompt-based learning is a language model training method, which opens up the 
possibility of Prompt Injection attacks. Given a block of text, or “context”, an LLM tries 
to compute the most probable next character, word, or phrase. Prompt injection 
attacks aim to elicit an unintended response from LLM-based tools.

 Prompt injection attacks come in different forms and new terminology is emerging to 
describe these attacks, terminology which continues to evolve. One type of attack 
involves manipulating or injecting malicious content into prompts to exploit the 
system. These exploits could include actual vulnerabilities, influencing the system's 
behavior, or deceiving users.
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HOW PROMPT INJECTION CAN BECOME A THREAT

 Prompt injection attacks can become a threat when malicious 
actors use them to manipulate AI/ML models to perform 
unintended actions. 

 In a real-life example of a prompt injection attack, a Stanford University 
student named Kevin Liu discovered the initial prompt used by Bing Chat, a 
conversational chatbot powered by ChatGPT-like technology from OpenAI. 

 Liu used a prompt injection technique to instruct Bing Chat to "Ignore 
previous instructions" and reveal what is at the "beginning of the document 
above." By doing so, the AI model divulged its initial instructions, which 
were typically hidden from users.
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HOW TO PREVENT PROMPT 
INJECTION

 Prompt injection attacks highlight the importance of security 
improvement and ongoing vulnerability assessments. 
Implementing security measures can help prevent prompt 
injection attacks and protect AI/ML models from malicious actors. 
Here are some ways to prevent prompt injection:

• Preflight Prompt Check: This is initially proposed by Yohei as 
an “injection test”. The idea is to use the user input in a 
special prompt designed to detect when the user input is 
manipulating the prompt logic. We propose a modification of 
this check by using a ...

• Improve the Robustness of the Internal Prompt: The first step 
to improve resilience against prompt injections is to improve 
the robustness of the internal prompt that is added to the 
user input. Additionally, since elaborate prompt injections 
may require a lot of text to provide context, simply limiting 
the user input to a reasonable maximum length makes 
prompt injection attacks a lot harder.

• Detect Injections: To train an injection classifier, we first 
assembled a novel dataset of 662 widely varying prompts, 
including 263 prompt injections and 399 legitimate requests. 
As legitimate requests, we included various questions and 
keyword-based searches.
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PROMPT JAILBREAKING: THE ESSENTIALS

 At a high level, "Prompt Jailbreaking" refers to the act of crafting input prompts to make a constrained AI model provide 
outputs that it’s designed to withhold or prevent. It’s analogous to finding a backdoor or a loophole in the model's 
behavior, prompting it to act outside its typical boundaries or restrictions.

 With the proliferation of large language models like GPT-3/4, there has been a push to limit potential misuse. 

 These restrictions might be to prevent the model from generating harmful content, producing copyrighted materials, or sharing sensitive 
information. However, cleverly designed prompts can "jailbreak" these constraints, making the model spit out content it’s otherwise 
designed to restrict.
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MECHANICS OF PROMPT JAILBREAKING

 Understanding Model Behavior:

 A deep understanding of the model's inner workings and its behavior in 
response to various prompts is the starting point.

 Crafting Malicious Prompts:

 This involves designing inputs that exploit potential vulnerabilities or blind 
spots in the model’s behavior.

 Iterative Testing:

 The process often involves a series of trials, where each prompt is refined 
based on the output produced, gradually converging on a successful 
jailbreak.



158

IMPLICATIONS OF PROMPT JAILBREAKING

 Security Risks:

 By bypassing constraints, malicious actors can utilize AI models for 
nefarious purposes, from spreading misinformation to generating 
harmful content.

 Intellectual Property Concerns:

 If a model can be prompted to reproduce copyrighted content, it 
poses significant intellectual property concerns.

 Erosion of Trust:

 Uncontrolled outputs can erode user trust, especially if the AI 
produces content that’s inappropriate or offensive.
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DEFENDING AGAINST PROMPT JAILBREAKING

 Robust Model Training:

 One approach involves refining the model's training process to make it 
more resistant to jailbreaking attempts.

 Output Filters:

 Post-processing layers can be added to the model’s outputs, catching and 
restricting content that seems to bypass the model’s constraints.

 Prompt Analysis:

 AI can also be used to analyze input prompts for potential jailbreaking 
attempts, flagging suspicious or malicious inputs.
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TRAINING DATA 
EXTRACTION 
ATTACKS: THE 
ESSENTIALS

 Training data extraction attacks are a type of machine learning security 
threat that involves extracting some of the training data from a model. 
For example, an attacker could extract training data from a large 
language model (LLM) like OpenAI Codex, which powers GitHub 
Copilot, to learn private API keys. 

 There are many other types of attacks on data and ML models, 
including adversarial examples, data poisoning attacks, model inversion 
attacks, and model extraction attacks.

• What are training data extraction attacks?

• How do training data extraction attacks work?

• What are the risks of training data extraction attacks?

• How can training data extraction attacks be mitigated?
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WHAT ARE 
TRAINING DATA 
EXTRACTION 
ATTACKS?

 Training data extraction attacks are a type of machine learning security 
threat that involves extracting some of the training data from a model. 

 This can be done by probing the model and using the output to infer 
some of the training data. 

 For example, an attacker could train a model to infer whether a data point is in 
the training set of the target model. The attack model takes in a data point's class 
label and a target model's output and performs binary classification, whether the 
data point is in the training set.
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WHAT ARE THE 
RISKS OF TRAINING 
DATA EXTRACTION 
ATTACKS?

 Training data extraction attacks pose a significant risk to 
machine learning models and the data they process. 

 If an attacker can extract some of the training data from a 
model, they could learn sensitive or confidential 
information that was used to train the model. 

 For example, an attacker could extract training data from an 
LLM and learn private API keys or other sensitive information.
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HOW CAN 
TRAINING DATA 
EXTRACTION 
ATTACKS BE 
MITIGATED?

 Training data extraction attacks can be mitigated using a variety of 
techniques. One approach is to use differential privacy to sanitize the 
training data and prevent attackers from extracting sensitive 
information[4]. Another approach is to use session-based limitations to 
limit the amount of training data that can be extracted at any given 
time.

 Additionally, it is important to ensure that machine learning models 
are trained on sanitized data that does not contain sensitive or 
confidential information. This can be achieved by using data masking 
techniques or by using synthetic data that mimics the characteristics of 
the original data.

 Finally, it is important to monitor machine learning models for signs of 
training data extraction attacks and to act if an attack is detected. This 
can involve alerting security personnel, disabling the model, or taking 
other appropriate measures to prevent further damage.
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TROJAN ATTACKS: 
THE ESSENTIALS

 Trojan attacks are a type of machine learning security threat that 
involves inserting malicious code into a model during the training 
process. This can be done by modifying the training data or by injecting 
the code directly into the model.  

 What are Trojan attacks?

 Trojan attacks are a type of machine learning security threat that 
involves inserting malicious code into a model during the training 
process. 

 The goal of a Trojan attack is to create a backdoor in the model that 
can be exploited by an attacker to perform malicious actions. 

 Trojan attacks can be carried out by modifying the training data or by injecting 
the code directly into the model.
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TYPES OF TROJAN 
ATTACKS

 There are several types of Trojan attacks, including:

 Data poisoning attacks

 Data poisoning attacks involve modifying the training data to insert malicious 
code into the model. This can be done by adding malicious data points to the 
training data or by modifying existing data points to include malicious code.

 Model poisoning attacks

 Model poisoning attacks involve injecting malicious code directly into the model 
during the training process. This can be done by modifying the model's 
architecture or by modifying the weights of the model.
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DEFENSES AGAINST TROJAN ATTACKS

 Defenses against Trojan attacks can be broadly classified into two 
categories: reactive and proactive defenses.

 Reactive defenses

 Reactive defenses involve detecting and mitigating Trojan attacks after they 
have occurred. These defenses can include techniques such as input 
sanitization, where the input data is preprocessed to remove any 
adversarial perturbations.

 Proactive defenses

 Proactive defenses involve designing machine learning models that are 
robust to Trojan attacks. These defenses can include techniques such as 
adversarial training, where the model is trained on adversarial examples to 
improve its robustness.
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UNIVERSAL ADVERSARIAL TRIGGERS: THE 
ESSENTIALS
 Universal Adversarial Triggers (UATs) are a type of attack on machine 

learning models that can be used to manipulate their behavior. UATs are 
small, carefully crafted inputs that can cause a model to misclassify data.  

 Universal Adversarial Triggers are small, carefully crafted inputs that can 
cause a machine learning model to misclassify data. UATs are designed to 
be universal, meaning that they can be used to attack multiple models with 
different architectures and training data. 

 UATs can be used to manipulate the behavior of machine learning models 
in a variety of ways, including:

• Causing a model to misclassify data

• Causing a model to classify data with a specific label

• Causing a model to classify data with a specific confidence level
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HOW DO UNIVERSAL ADVERSARIAL TRIGGERS 
WORK?

 Universal Adversarial Triggers work by exploiting the vulnerabilities of 
machine learning models. Machine learning models are trained on 
large datasets to learn patterns and make predictions. However, these 
models can be fooled by small, carefully crafted inputs that are 
designed to exploit the weaknesses of the model.

 UATs are created using a process called optimization. This process 
involves finding the smallest possible input that can cause a model to 
misclassify data. UATs are designed to be universal, meaning that they 
can be used to attack multiple models with different architectures and 
training data.
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POTENTIAL 
SOLUTIONS TO 
ADDRESS 
UNIVERSAL 
ADVERSARIAL 
TRIGGERS

 There are several potential solutions to address the challenge of 
Universal Adversarial Triggers, including:

 Adversarial Training
 Adversarial training is a technique that involves training machine learning models 

on adversarial examples. Adversarial examples are inputs that are designed to 
cause a model to misclassify data. By training models on adversarial examples, 
machine learning models can become more robust to UATs.

 Input Preprocessing
 Input preprocessing is a technique that involves modifying inputs to remove UATs. 

This can include techniques such as input normalization, which involves scaling 
inputs to a specific range, or input perturbation, which involves adding noise to 
inputs to make them more difficult to attack.

 Model Architecture
 Model architecture can also be modified to make machine learning models more 

robust to UATs. This can include techniques such as adding regularization to 
models, which can help to prevent overfitting, or using ensemble models, which 
can help to reduce the impact of UATs on model predictions.
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Security Controls for GenAI and 
LLM 
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SECURITY 
CONTROLS FOR 
GENAI AND LLM 

 Security controls for AI systems, including Generative AI (GenAI) and Large Language Models (LLMs), are 
crucial to mitigate risks associated with potential misuse, data breaches, and other security threats. Here are 
some essential security controls typically applied to GenAI and LLM systems:

 Access Control:

 Implement strong access controls to restrict access to the AI system, including data, models, and 
infrastructure, based on the principle of least privilege.

 Utilize multi-factor authentication (MFA) to enhance access security.

 Employ role-based access control (RBAC) to manage permissions effectively.

 Data Security:

 Encrypt data both in transit and at rest to prevent unauthorized access.

 Implement data masking and anonymization techniques to protect sensitive information.

 Regularly audit data access and usage to detect any anomalies or unauthorized activities.

 Model Security:

 Secure model repositories and version control systems to prevent unauthorized modifications or access 
to trained models.

 Apply digital signatures or checksums to verify model integrity.

 Regularly update models to address security vulnerabilities and improve performance.

 Infrastructure Security:

 Secure the underlying infrastructure, including servers, networks, and storage, against potential cyber 
threats.

 Implement firewalls, intrusion detection/prevention systems (IDS/IPS), and other security measures to 
monitor and protect the infrastructure.

 Conduct regular security assessments and penetration testing to identify and remediate vulnerabilities.
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SECURITY 
CONTROLS FOR 
GENAI AND LLM 

 Secure Development Practices:

 Follow secure coding practices to minimize the risk of introducing vulnerabilities into AI systems during 
development.

 Conduct security reviews and code audits to identify and address security flaws.

 Integrate security into the software development lifecycle (SDLC) through processes such as threat modeling 
and secure design reviews.

 Ethical Use and Bias Mitigation:

 Implement mechanisms to detect and mitigate biases in AI models to ensure fairness and prevent 
discrimination.

 Establish guidelines and policies for ethical use of AI systems, including clear definitions of acceptable and 
unacceptable use cases.

 Regularly review and update AI models to address emerging ethical concerns and societal impacts.

 Monitoring and Incident Response:

 Deploy monitoring tools to track system activities, detect anomalies, and respond to security incidents 
promptly.

 Establish incident response procedures and protocols to contain and mitigate security breaches effectively.

 Conduct post-incident reviews to identify lessons learned and improve security controls.

 Compliance and Governance:

 Ensure compliance with relevant regulations and standards, such as GDPR, HIPAA, or industry-specific 
regulations.

 Establish governance frameworks to oversee AI development, deployment, and usage, including 
accountability and transparency mechanisms.

 Conduct regular risk assessments and compliance audits to maintain adherence to security standards and 
regulations.
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SECURITY 
CONTROLS FOR 
GENAI AND LLM 

Example 
Techniques/Tools

Implementation 
ApproachDescriptionSecurity Control

AES encryption, 
Homomorphic encryption

Utilize industry-
standard encryption 
algorithms (e.g., 
AES)

Encrypting sensitive data 
used in training and 
operation of GenAI/LLMs 
to prevent unauthorized 
access

Data Encryption

Git, GitHub, GitLab

Adopt version 
control systems 
(e.g., Git) for model 
management

Managing versions of AI 
models to track changes, 
ensure integrity, and 
facilitate rollback if 
needed

Model Version 
Control

FGSM (Fast Gradient 
Sign Method), PGD 
(Projected Gradient 
Descent), adversarial 
training frameworks

Incorporate 
adversarial 
examples into 
training datasets

Training AI models to be 
resilient against 
adversarial attacks by 
exposing them to 
adversarial examples

Adversarial Training

RBAC, IAM (Identity and 
Access Management), 
ACLs

Implement role-
based access 
control (RBAC) 
mechanisms

Restricting access to 
GenAI/LLM systems and 
resources based on user 
roles and permissions

Access Control
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